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A simple procedure is given for determining whether or not an arbitrary weight of a simple Lie 
algebra is contained in an arbitrary irreducible representation. The procedure involves two 
steps, determining the Weyl class of the weight and determining the classes contained in the 
representation. The second step applies without alteration to all simple algebras, while the first 
step is given here only for Eg. The weights of the shortest 31 Weyl classes of Eg are listed in a 
convenient, orthogonal basis. 

I. INTRODUCTION 

In the application of finite, simple Lie algebras a com­
mon problem is to find whether or not a weight M is con­
tained in an irrep (irreducible representation) A. Dynkin 
developed a constructive method that may be used to solve 
this problem for any M and A (Ref. 1). Descriptions of the 
procedure are given in various reviews and texts. 2,3 Unfortu­
nately, the method is cumbersome for all but the smallest 
representations, and the number of steps involved increases 
without limit as one considers very large irreps. One purpose 
of this paper is to present an alternate method involving a 
number of steps that is small for all irreps, 

The new method is applied here to the algebra E g , Re­
cent developments in string theory suggest that this algebra 
is important in particle physics.4 The properties of the small­
est nontrivial irrep (the adjoint) have been discussed in de­
tail in the literature, However, the other irreps are still unfa­
miliar. The main reason for this is that the irreps are very 
large; for example, the sixth smallest irrep has dimension 
147250. A second purpose of this paper is to provide a trac­
table treatment of Eg irreps. The weights of the shortest 31 
irreps are given in a convenient basis. (The length of an irrep 
is defined to be the length of the longest weights in the irrep.) 

The method involves the Weyl reflection group. The 
weights that may be obtained from a given weight by a series 
ofWeyl reflections are said to be in the same Weyl class (or 
Weyl orbit). The Weyl class is a convenient concept, for 
three well-known reasons. First, each weight is in one and 
only one Weyl class. Second, the multiplicity of a weight in 
an irrep is the same for all weights in a class. Third, the sizes 
of all Weyl classes for an algebra are bounded by the finite 
size of the Weyl group. 

The method involves two separate algorithms. The first, 
the "weight algorithm," is for finding the Weyl class of an 
arbitrary weight. The second, the "representation algo­
rithm" is for determining whether or not a given class is 
contained in a given irrep. The representation algorithm is 
discussed first, because the method used is general and may 
be applied to any finite simple Lie algebra. The weight algo­
rithm involves the choice of a convenient basis. Although the 
method for selecting a basis is general, the details of applica­
tion depend on the basis and thus are different for different 
algebras. Identifying the class of a weight is nontrivial only 
for the algebras G2, F4 , E6 , E7 , and E 8 . The algebra Eg is 
treated here. 

If a Weyl class is in an irrep, the multiplicity may be 
obtained from the Freudenthal recursion formula,2,3,5 or 
from published tables.6 Multiplicities are not given here. 

The basic group-theoretical concepts and formulas that 
are used in the paper are listed in Sec. II. The representation 
algorithm is derived and applied in Sec. III. Section IV con­
tains the weight algorithm for E g, an iterative procedure in­
volving either zero, one, or two iterations. The basic reasons, 
and a proof, that two iterations are sufficient are given in Sec. 
V. 

II. BASIC CONCEPTS AND FORMULAS 

The standard Cartan-Weyl construction is used. Ifn is 
the rank of a simple algebra, n commuting generators, de­
noted by HI to H n , are diagonalized in each irrep. The 
weight vector M of a state in an irrep is a vector in an n­

dimensional Euclidean space, with real components/; given 
byH;M=/;M. 

The roots are the weights of the adjoint representation. 
Following the Dynkin method, I label the orthogonal axes 1 
through n, and define a weight as positive (or negative) if its 
first nonzero component is positive (or negative). A simple 
root is a positive root that cannot be written as a sum of two 
positive roots; there are n simple roots. If M is a weight in an 
irrep, and a is a nonzero root, a fundamental equation is,7 

(2.1 ) 

where the non-negative integers Pu _ and Pu + are the maxi­
mum numbers of times the root a may be subtracted from M, 
and may be added to M, to obtain other weights in the irrep. 
If a is a simple rootRj , the integerpu _ - Pu + is the Dynkin 
component m j , i.e., 

(2.2) 

A dominant weight, denoted by M +, is one for which all 
the Dynkin components are non-negative. Most irreps con­
tain more than one dominant weight. However, the most 
positive weight in the irrep must be dominant, and is used to 
characterize the irrep. Each dominant weight is the most 
positive weight of a unique irrep. 

The root-basis components and Dynkin components of 
a weight are denoted by capital and small letters, respective­
ly. The root-basis components are the coefficients in an ex­
pansion in the simple roots, i.e., M = :2:; M;R;. They are re­
lated to the Dynkin component mj byg 
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(2.3a) 

(2.3b) 

where the elements of the Cartan matrix A are given by 

Aij = (RuR) (2/R ]). (2.4) 

A scalar product of two vectors is expressed simply if one 
vector is in the Dynkin basis and the other is in the root basis. 
The expression is 

(2.5 ) 

The length squared of a vector M may be determined 
from the formula, 

(2.6) 
ij 

where G is the symmetric metric tensor, related to A -I by 

Gij = (A -1)ij(R]12). (2.7) 

For every nonzero root a there is a Weyl reflection oper­
ator Sa' which permutes the weights in an irrep. The action 
of Sa on a weight M is given bl 

Sa (M) = M - (2/a 2
) (M,a)a. (2.8) 

All the weights in a Weyl class (related by one or more Weyl 
reflections) are of the same length, called here the length of 
the class. The most positive weight in a class is dominant; all 
other weights are not dominant. 

III. THE REPRESENTATION ALGORITHM 

The set of weights for an algebra is the set of vectors with 
integral Dynkin components. The representation algorithm 
makes use of the following "containment criterion": the 
weight m is in the irrep with most positive weight A if and 
only if the root-basis components of A - M + are all non­
negative integers, where M + is the dominant weight of the 
Weyl class of M. The validity of the criterion is proved at the 
end of this section. 9 

Equation (2.3b) may be used to base a simple algorithm 
on this criterion. I denote A-M + by 6.. The rule is that the 
root-basis components 6. j must be non-negative integers, 
where 

(3.1 ) 

To my knowledge, this simple rule is not contained in the 
literature. 

I illustrate the algorithm with an example from the alge­
bra F4. The A-I matrix for F4 is given by 

3 

6 

4 

2 

4 

8 

6 

3 

(3.2) 

where the root numbering convention is that of Fig. 1. We 
consider the two dominant weights Band C, with Dynkin 
components B = (2000) and C = (0011), and ask whether 
or not either of the corresponding Wey1 classes is the irrep of 
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I 2 3 4 FIG. I. Dynkin diagram for F., with 0--<:::>C=::t-..-----4.. the root-numbering convention. The 
shaded circles denote short roots. 

the other weight. From Eqs. (3.1) and (3.2), the root basis 
components of Band Care 

B = [4684 J, C = [3695]. 

Since the difference B - C contains both positive and nega­
tive root-basis components, neither is in the irrep of the oth­
er. [The lengths of these Weyl classes, determined from Eqs. 
(2.6), (2.7), and (3.2), and the convention that the short 

and long root lengths are 1 and {i, are B 2 = 8 and C 2 = 7.] 
For some algebras the weights are in two or more con­

gruence classes. All weights in any Weyl class, or in any 
irrep, are in the same congruence class. If M + is in a different 
congruence class from A, the 6. j of Eq. (3.1) are not all 
integers. This follows because every nontrivial congruence 
relation may be associated with a column of the A-I matrix 
in which at least one of the elements is nonintegral. 10 Let 
such a column be the k th column. Then, if C is the smallest 
positive integer such that the product C (A -I) jk is an in­
teger for each i, the congruence class of a weight with Dyn­
kin indices a j is 

IajC(A -I)jk (mod C). 

Clearly, Ljaj (A -I )jk is an integer only for class C (class 0). 
The containment criterion is valid when M and A are in 
different congruence classes, but is not useful in such a case, 
since one recognizes the incompatibility of M and A from the 
congruence relation. 

Another useful tool is the well-known rule: if M + and A 
are different dominant weights, and if the Weyl class of M + 

is in the irrep A, then, 

A2> (M+)2. (3.3) 

This rule may be proved by using Eq. (2.5), i.e., 

A2 - (M +)2 = 2(M + ,6.) + 6.2 = Im j + 6. j R 7 + 6.2. 
j 

(3.4) 

Since the m/ and 6. j are all non-negative, the right-hand 
term of Eq. (3.4) is positive, proving the rule. 

I will use the algorithm to list the Weyl classes in all 
irreps of Es that are not longer than (32) 1/2. The normaliza-

tion convention is that the nonzero roots are oflength {i. As 
seen from Eq. (2.7), the A-I and G matrices are identical. 
The matrix is II 

4 7 10 8 6 4 2 5 

7 14 20 16 12 8 4 10 

10 20 30 24 18 12 6 15 

A -1= 
8 16 24 20 15 10 5 12 

6 12 18 15 12 8 4 9 . (3.5 ) 

4 8 12 10 8 6 3 6 

2 4 6 5 4 3 2 3 

5 10 15 12 9 6 3 8 

The root-numbering convention may be obtained by delet-
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2 3 4 5 6 7 o 
FIG. 2. Extended Dynkin diagram illustrating the DB-E8 basis. The E. 
simple roots are numbered I to 8. 

ing the root 0 and its connecting line from Fig. 2. The ele­
ments of A-I are all integral, so all irreps are in the same 
congruence class. 

It is easy to use Eqs. (2.6) and (3.5) and the require­
ment that the Dynkin components of dominant weights are 
non-negative integers to determine all the Weyl classes of Eg 
such that (M +) 2<32. These classes are listed in order of 
increasing length as the boldface entries in Table I. The sub­
scripts a, b, c, and d are used to label different classes of the 
same length, i.e., 14a and 14b are the two classes of length 
( 14) 1/2. The symbols in curly brackets are an abbreviation 
for the Dynkin components; e.g., {1 27} denotes the Dynkin 
components (20000010). 

Because of the rule ofEq. (3.3) each irrep contains its 
own Weyl class (class of the most positive weight), and some 
other shorter classes. If Band C are dominant weights in the 
same congruence class, and B 2 > C 2, usually B::> C (irrep B 
contains class C). Thus I define an anomalous pair ofWeyl 
classes as two classes of the same congruence of unequal 
length, such that the shorter is not contained in the irrep of 
the longer. In Table I the classes in parentheses are the 
shorter anomalous partners of the preceding boldface en­
tries. An x indicates that there are no shorter anomalous 
partners. 

I discuss briefly the calculation of the table entries. The 
easiest procedure is to consider the irreps in order ofincreas­
ing length, checking each for shorter anomalous partners. 
One can use the fact, obvious from the contents criterion, 
that if B::> C and C::> D, then B::> D. I illustrate by consider­
ing the irrep 16a, with Dynkin components {12}. I assume 
that the shorter irreps have all been examined and found to 
contain no shorter anomalous partners. The root-basis com­
ponents of {12} are twice the elements in the first row of A-I, 
I.e., 

16a{1 2
} = [8 142016128410]. (3.6) 

One uses Eq. (2.3b) to find the corresponding root-basis 
components of the dominant weights immediately preceding 
16a in Table I. These are 

14a{2} = [7 1420 16 1284 10], 

14b{67} = [612 18 15 12959]. 

TABLE I. Anomalous pairs of E. Weyl classes with M 2 <32. 

o {O}x; 2 {7}x; 4 {l}x; 6 {6}x; 8a {8}x; 8b {72 }x; 
10 {17}x; 12 {5}x; 14a {2}x; 14b {67}x; 16a{1 2}(l4b); 
16b {78}x; 18a {16}x; 18b {73}(l4a,16a,16b); 20a {172}x; 
20b {4}(l8b); 22a {18}(l8b,20a); 22b {57}x; 24a {27}x; 

(3.7a) 

(3.7b) 

24b {62}(22a); 26a {1 27}(24b); 26b {68}x; 26c {672
} (22a,24a); 

28a {15}(26c); 28b {728}(26a); 30a {167}x; 30b {3}(26c,28b); 
32a {12}(26c,28b,30a); 32b {47}x; 32c {82}(26c,28b,30a); 
32d {74

} (22a,24a,26a,26b,28b,30a,30b). 
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Comparing Eq. (3.6) with Eqs. (3.7a) and (3.7b), one sees 
that the pair 16a and 14b is anomalous, but 14a is contained 
in 16a. Since all shorter classes are contained in 14a, one 
concludes that 14b is the only shorter anomalous partner of 
16a. Thus the irrep 16a contains the class 16a and all shorter 
classes except 14b. We note that the root-basis difference 
between Eqs. (3.7a) and (3.7b) contains elements of both 
signs, but this follows automatically from the fact that the 
two classes are of the same length. 

Finally, I will prove the validity of the containment cri­
terion, stated at the beginning of the section. One-half of the 
proof is obvious. Since the standard procedure for finding 
weights in an irrep involves subtracting simple roots from A, 
it is clear that if the root-basis components of a = A - M + 

are not all non-negative integers, M + (and hence M) is not 
in A. Hence we turn to the case where the a j are all non­
negative integers. 

We neglect the trivial case a = O. Then a is a positive 
weight. It follows that at least one of its Dynkin components 
must be positive, since weights with all nonpositive Dynkin 
components are the most negative weights of irreps, and so 
are not positive. Let th be a positive Dynkin component. 
Since the aj are non-negative and the off-diagonal elements 
of the Cartan matrix are non positive, it follows from the 
transformation rule of Eq. (2.3a) that ak > O. Since ak is 
integral, 

ak>-l. (3.8) 

The Dynkin component Ak of A satisfies the equation, 
Ak = 8k + m k+. Sincem k+ is non-negative and8k is positive, 
Ak >- 1. It follows from Eq. (2.1) that one may subtract the 
simple root Rk from A, i.e., the weight A' = A - Rk is in the 
irrep. 

One next considers the pair of weights A' and M +. The 
new difference weight a' = A' - M + is related to a by the 
equation, 

a; = a j - 8 jk • 

It follows from Eq. (3.8) that the root-basis components a; 
are all non-negative integers, so that process may be repeat­
ed, until a path is traced from A to M + , proving M + is in A. 
This completes the proof. 

IV. THE WEIGHT ALGORITHM 

A. The problem 

In this section I discuss the problem of finding the Eg 
Weyl class of an arbitrary weight, expressed in Dynkin com­
ponents. There exists a standard, finite procedure for finding 
the answer. One makes a series of Weyl reflections S R' al­
ways choosingR to be a simple root corresponding to a nega­
tive Dynkin component, so that the reflection leads to a 
more positive weight. Such a series is called a "Dynkin re­
flection series" in this paper. It is easy to make each reflec­
tion; if the jth Dynkin component is - b (where b is posi­
tive) the Sj reflection adds b times the simple root Rj' 
Unfortunately, the number of reflections necessary to obtain 
a dominant weight may be as large as the number of positive 
roots, 120 in the case of Eg. Clearly, a shorter procedure is 
needed. 
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B. The D8 basis 

For each of the classical algebras a basis exists in which 
the Weyl class of a weight is obvious. Therefore it is conven­
ient to express the Eg weights in a classical-algebra basis. 
Such a basis has the additional advantage of giving a clearer 
picture of the Eg weights. A convenient basis for Es is based 
on Dg. I will define this basis here, and apply it to E8 in part C 
of this section. 

In a standard, orthogonal Dg basis each nonzero root 
has two components of magnitude 1, the other components 
being zero. 12 A shorthand notation is used for the roots in 
this basis: i.e., 3+5_ denotes [0010 - 1000]. The simple 
roots are 1+2_,2+3_,3+4_,4+5_,5+6_,6+ 7 _,7 +8_, 
and 7 + 8 +. The Dynkin diagram is obtained by deleting the 
root labeled + and its connecting line from Fig. 2. The 
simple roots listed above correspond to the circles numbered 
0, 7, 6, 5,4, 3, 2, and 8, respectively. 

The components of a weight in the orthogonal basis are 
denoted by/;. It is seen from Eq. (2.2) that the set of weights 
for Dg is the set of vectors that have integral scalar products 
with all roots. The weights are of two types. The vector 
weights are all vectors such that each component/; is inte­
gral. The spinor weights are all vectors such that each com­
ponent is half-odd-integral. Both the vector and spinor 
weights may be classified as even or odd, according to 
whether the component sum ~~ = I/; is even or odd. These 
four classes are the four congruence classes of Dg. It is clear 
that adding a root to a weight leads to another weight of the 
same congruence class. 

Next we examine the structure of the Weyl classes in the 
orthogonal basis. It follows from Eq. (2.8) that the Weyl 
reflection corresponding to the rootj+k_ (orj_k+) inter­
changes the j and k components of a weight. The reflection 
corresponding to the rootj +k+ (orj _k_) interchanges thej 
and k components and changes both their signs. It is conven­
ient to define the signature of a weight as zero, positive, or 
negative, corresponding to the component product IIi /; be­
ing zero, positive, or negative. Weyl reflections preserve the 
signature. 

It is clear from the above discussion that if one is given a 
Dg weight in the orthogonal basis, he may determine the 
dominant weight of the Weyl class immediately. The compo­
nents are arranged in order of decreasing magnitude, and the 
signs of the first seven components are chosen to be positive. 
If the eighth component is nonzero, its sign is chosen to be 
the signature of the weight. A weight is dominant if and only 
if it satisfies the conditions 

1/;1>1/;+11, 
/; >0 for i< 8. 

c. Application to E8 

( 4.1a) 

( 4.1b) 

An Eg basis based on Ds may be found by the replace­
ment prescription of Ref. 10. One writes the simple roots of 
Ds and adds to this set the most negative weight of aDs irrep, 

such that the weight length is /2. If the irrep is the odd­
signature fundamental spinor, the new root is [ - - - -
- - - + ] (where the magnitudes are all p. One then 

discards the Ds root 1 +2_ and reflects the first axis, so that 
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the eight remaining roots are positive. The new root set is the 
simple root set of Eg. Ordered according to the numbers 1 to 
S of Fig. 2, the Es simple roots are 

[+ - ---+], 

(4.2) 

4+5_, 3+4_, 2+3_, and 7+8+. 

The replacement procedure is useful because it allows one to 
consider all bases of a certain type. However, it has been 
known for years that a convenient Es basis may be obtained 
by taking as Es roots the Ds roots plus the states of the even­
signature fundamental spinor. 13 With the usual positivity 
definition (Sec. II) the simple roots of this set are those of 
Eq. (4.2). 

Since only one of the Es simple roots (the spinor) is not 
a Ds root, one may determine the Es weight set and Weyl 
classes by considering all the Ds roots and one spinor. It is 
simplest to use the spinor 

x+ = [+ + + + + + + + ], 
obtainable by combining [ + - - - - - - + ] with 
Ds roots. The weight set of Es includes all Ds weights W such 
that (W,X+) is an integer. This includes only two of the four 
Ds congruence classes, the vectors of even ~J: and the spin­
ors of even ~J:. Since the spinor E8 root connects these 
classes, there is only one Es congruence class. 

It follows from Eq. (2.2) and the root set of Eq. (4.2) 
that the Es Dynkin components of a weight are given in 
terms of their components in the orthogonal basis by 

a l =!(/1-/2-/3-/t-/s-/6-/7+fs), (4.3a) 

a2 =/7 -Is, (4.3b) 

a3 =/6 - 17' a4 =/s - 16' (4.3c) 

as =/t - Is, a6 =J; - It, (4.3d) 

a7=/2-J;, as =/7+/s. (4.3e) 

Frequently, one needs to determine thef's from the a's. The 
easiest procedure to follow is to use the inverse equations for 
11,/7' andis, 

II = 2a l + ~a2 + 5a3 + 4a4 + 3as + 2a6 + a7 + ~as, (4.4a) 

Is = !(as - a2), 17 = !(as + a2), (4.4b) 

and then use Eqs. (4.3c)-(4.3e) to determine in order 16 
through/2 (i.e·,J6 =17 + a3, etc.) In order to simplify the 
determination of dominant weights in the orthogonal basis, I 
list below the eight fundamental Es weights in this basis; {k} 
denotes the fundamental weight with Dynkin components 
a i =Oik 

{l} 2, 

{2} !(711l111-1), 

{3} 511111, 

{4} 41111, 

{5} 3111, 

{6} 211, 

{7} 11, 

{S} !(51111111), 

(4.5 ) 

where two or more zeros at the end of a weight are omitted, 
and the constant! is factored out of the spinor weights. 

TheEs root set includes all theDs roots, so eachEs Weyl 
class is a sum of complete Ds Weyl classes. The Ds classes in 
an Es class are those connected by the reflection Sx+ asso­
ciated with the spinor X+. It is seen from Eq. (2.S) that 
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Sx~ ([) =/', where 

1 s 
IF =/; - - If;· 

4 j= 1 

(4.6) 

When one uses Eq. (4.6) to determine the Ds classes asso­
ciated with a dominant class (class of the dominant Es 
weight) he does not have to worry about the order of the 
components, but only has to consider different combinations 
of the signs of the /; . 

I will illustrate the technique by determining the Ds 
classes in the Es Weyl class {2}, with M2 = 14. From Eq. 

TABLE II. The D8 Weyl classes in the shorter E8 classes. 

o {a} I 16b {7s} 2 \0335 
Od 3211lp 

2 {7} 24 3'5 
31111111p 
2221 1110p 

lld 
!(7311 l111)d 

!(\1111111)p 
~(5531111-I)p 

4 {l} 24 335 ~(5333 3111)p 
2d !(3333 333 - I)p 
Illls 

18a {16} 2634 5'7 
!(3111111- I)p 

411d 
6 {6} 26 3'5'7 3221s 

211d 32111110p 
1111 lip 2222 lis 
!(331111ll)p ! (7331 111 - I)p 

8a {S} 27335 !(5533 111I)s 

2111lp !(5333 333 - I)p 

1111 111 - Ip 18b {73} 24 3.5 
!(51111111)d 33d 
!(3331 III - I)p ! (3333 3333)p 

8b {72} 243' 5 20a {172} 25335. 7 
22d 42d 
1111 I11lp 3311s 

10 {17} 2533 5'7 2222 1111s 

31d !(7511 111 - l)p 

2211s !( 5333 3331)p 

21111110p 20b {4} 28335'7 
!(5311111-l)p 411lld 
H3333 l111)s 3221 IIp 

12 {5} 26 335'7 22222s 

311ld 2222111 - Ip 

222s !(73331111)p 

2211 lip !(5551111l)s 

!(5331111I)p !(5533 311 - I)p 

!(3333 311 - I)p 22a {IS} 2"°3 35 

14a {2} 29 335 4111 1110p 

3111 lip 32221s 

22211s 3221111-1p 

2211111 - Ip !(9111 l11l)d 

!(7111111-I)d !(7333311-l)p 

!(5333111- l)p !(5553 111 - I)s 
!(5333 333 - 3)p 

14b {67} 273'5'7 
22b {57} 2634 5' 7 321d 

2211 111lp 4211d 
332s !(55111111)p 
3311 lip 

~(3333 3311)p 
3221 11l1p 

16a {12}24 33 5 22222110p 
4d !(75311111 )p 
3111111-lp !(55333311)p 
2222s 
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(4.5) the dominant weight is W7111 111 - 1)]. From Eq. 
(4.6), the result of applying the reflection Sx+ to this weight 
is [2 - 1 - 1 - 1 - 1 - 1 - 1 - 2]. The dominant weight 
of this Ds Weyl class is [2211 111 - 1]. One next changes 
two signs in the original dominant weight, obtaining 
[!(7111 1 - 1 - 1 - 1)]. Reflecting by Sx+' one obtains a 
weight in the Ds class with dominant weight 
[1(5333111-1)]. Applying Eq. (4.6) to the weight 
B (711 - 1 - 1 - 1 - 1 - 1)] leads to the Ds Weyl class 
[311111]. 

No other Ds classes may be obtained from one Sx+ re-

24a {27} 29 335' 7 28b {72S} 2\03'5 
4211 lip 431 lip 

33211s 32222111p 
3311111-lp 22222220p 
3222 1110p !(95111111)d 
H9311111-I)d !(7731111-I)p 

!(7533 III - l)p !(73333333)p 
~(7333 3311)p !(55533331)p 
! (5553 3111)s 30a {167} 2734 5'7 
!{5533 333 - I)p 521d 

24b {62} 263'5'7 4321s 
422d 4311 1110p 
3311 lll1p 3322 1111s 

222222p 32222210p 

26a {1 27}25335' 7 !(9531111-I)p 

Sid 
! (7733 l111)s 

4211111- Ip 
! (7533 3331)p 

3322s 
!(5555 3311)s 

!{7333 333 - l)p 30b {3} 29 335'7 
!(5555 l111)s 511111d 

26b {6S} 29335'7 
4222 lip 
3331 lis 

42211p 
33222s 

4211 111lp 
3322 III -Ip 

33211110p 
!{9333 311l)p 

322221p 
!(7553 311- I)p 

2222221 - Ip 
!(5553 333 - 3)p 

!(93311111)d 
!(7551 111 - I)p 32a {12} 210335 
!(75333111)p 5111 111 - Ip 

!{5553 331 - I)p 4222 III - Ip 

26c {672} 273'5'7 
33321s 

431d 
!([llj111111-I)d 

22222211p 
!{9333 331 - I)p 
!(7555 III - I)s 

!(77111111)p 
!{7533 333 - 3)p 

!(55333333)p 
32b {47} 2\0335'7 

28a {15} 2733527 
5211ld 

5111d 4321 lip 
4222s 

42221111p 
42211110p 3331 1111s 
3331s 

33222110p 
3322 lis 

!{9533 1111)p 
3222211- Ip 

!(77511111)s 
!(9333 III - I)p !(7733 311 - I)p 
!{7553 I1I1)s !(7553 3311)p 
!(7533 331 - I)p ! (5555 511I)s 
!(5555 311- I)s !(5555 333 - I)p 

32c {S2} 27335 
5111111ld 
42222p 
3331 III - Ip 
2222222 - 2p 

32d {74
} 24 3'5 

44d 
22222222p 
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flection of a member of the! (7111 111 - 1) class. However, 
if Sx+ is applied to all members of the new Dg classes, one 
other Dg class is found, with dominant weight [22211]. (For 
example, the weight [11000 - 2 - 2 - 2] results from ap­
plying Sx+ to [2211 1 - 1 - 1 - 1].) There are five Dg 
classes in the Eg class {2}. 

All theDg classes in theEg classes withM 2,;;;;32 are listed 
in Table II. The boldface symbols and curly bracket Dynkin 
labels (e.g., 14a {2}) denote the Eg classes with the same 
notation used in Table I. The figures after the curly brackets 
(i.e., 29335) are the numbers of the weights in the Eg classes, 
expressed in prime factors. The contained Dg classes are list­
ed below each Eg class, with the vector classes preceding the 
spinor classes. The letter d denotes the Dg class containing 
the dominant Eg weight, while p and s (primary and second­
ary) label classes that require one and two Sx+ reflections, 
respectively, from a member of the dominant class. The fact 
that two Sx+ reflections are sufficient to obtain all contained 
classes is proved in Sec. V. 

We now return to the basic problem of finding the Weyl 
class of an arbitrary Eg weight. We consider first a weight of 
length no greater than (32) 1/2, the weight ;rr with Dynkin 
components, 

Jr=(10 -12 -33 -41). (4.7) 

One finds from Eqs. (4.4a) and (4.4b) and (4.3c)-(4.3e) 
that the components in the orthogonal basis are 
[! (1 - 5 3 - 3 3 - 1 1 1)]. The length squared is 14 and 
the dominant weight of the Dg class is [! (5333 111 - 1)]. 
From Table II this is the Eg class 14a {2}. [In this case if one 
used a Dynkin reflection series (Sec. IV A), 47 reflections 
would be required. ] 

D. The long-weight procedure 

If the weight length exceeds (32) 1/2, one cannot use Ta­
ble II, so an extension of the method is needed in order to 
find the E8 Weyl class of the weight. One begins as before, 
expressing the weight in the orthogonal basis and consider­
ing the corresponding D-dominant weight (dominant 
weight of the Dg Weyl class). Since all Eg simple roots except 
RI are Dg roots, the E8 Dynkin components a i of the D­
dominant weight are non-negative for i-;;.2. One computes a I 
from Eq. (4.3a). If a I is non-negative the weight is E domi­
nant (a dominant Eg weight). If a I is negative one performs 
the Weyl reflection SI associated with R I. The easiest way to 
make this reflection is to change the signs of the interior 
components (components 2 through 7), apply Eq. (4.6), 
and change the signs of the interior components again. Since 
one is interested only in the Dg Weyl class of the reflected 
weight, the final sign-change operation may be omitted. One 
considers the dominant weight of the new Dg Weyl class. If 
the new a l is negative one makes a second SI reflection. It is 
shown in Sec. V that two is the maximum number of SI 
reflections needed to produce an E-dominant weight. One 
may use Eqs. (4.3a)-( 4.3e) to transform the e-dominant 
weight to the Dynkin basis. 

We consider the example of a weight in the orthogonal 
basis that is a member oftheDg Weyl class [76543210]. The 
length squared is 140. From Eq. (4.3a), the value of a l is 
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- 7, so an SI reflection is needed. One changes the signs of 
the interior components, yielding [7 - 6 - 5 - 4 
- 3 - 2 - 1 0]. Application ofEq. (4.6) yields the weight 
[!e21 - 5 - 3 - 1 1 357)]. The dominant weight of this 
Dg class is [!e21 755331 - 1)]. For this weight 
a l = - 1, so a second SI reflection is needed. The second 
reflection leads to the Dg class with dominant weight 
[11 322 1 1 00], which must be E dominant. From Eqs. 
( 4. 3a) - ( 4. 3e), the Dynkin components are ( 10 10 10 10) . 

We consider one more example, a weight M of the Dg 
class [1211 10 9876 - 5]. The value of M2 is 620. The 
value of a I is - 22, so an SI reflection is required. Changing 
the signs of the interior components and applying Eq. (4.6) 
yields a weight of the Dg class, 

[23 6 5 4 3 2 1 0]. ( 4.8) 

For this weight, a l = 1, so the weight is E dominant. The 
Dynkin indices are (1111 1111). This is the shortest class 
with a dimension equal to that of the full Weyl group (696, 
72 9, 600) ( Ref. 14). The dimensions of some classes are 
discussed in Sec. V. 

V. CONVERGENCE RATES AND ASYMPTOTIC LIMITS 

The long-weight procedure of Sec. IV D is related to a 
Dynkin reflection series (Sec. IV A) with all reflections ex­
cept SI made automatically. However, in such a series the 
total number of reflections is as large as 120 in some cases. 
Therefore one might expect that the maximum number of SI 
reflections in the long-weight procedure would be on the 
order of 15 (120/8), rather than two. There are three rea­
sons that the procedure converges so fast. These are dis­
cussed below. 

( 1) R I is less active than most roots: Since R I is the end 
root of the second shortest branch of the Eg diagram of Fig. 
2, this root is the second least active simple root of Eg. This is 
evidenced by the fact that the first root-basis components of 
most dominant weights [such as those of Eqs. (3.7a) and 
(3. 7b)] are the second smallest components. 

(2) The SJ reflections in the long-weight procedure are 
made with "bottom priority"; In order to understand this 
point let us construct a Dynkin reflection series for an SU (3 ) 
weight with Dynkin components ( - a, - b), where a and b 
are positive. The two simple roots R I and R2 have Dynkin 
components (2, - 1) and ( - 1,2), as seen from Eq. (2.3a) 
and the Cartan matrix for SU (3). One can use either SI or S2 
for the first reflection. If SI is chosen, the Dynkin compo­
nents of the reflected weight are (a, - b - a). The next two 
reflections must then be S2 and SI> respectively, yielding suc­
cessively, ( - b,b + a) and (b,a), which is dominant. Two 
SI and one S2 reflections were used. Clearly, if one had ap­
plied S2 first, he would have arrived at the same place in the 
same number of steps, but with only one SI reflection. In 
order to generalize this phenomenon I define a bottom prior­
ity, Dynkin reflection series as one in which a particular 
reflection Sk is made only if all Dynkin indices other than ak 
are non-negative. One may minimize the number of Sk re­
flections by using a bottom-priority series. The long-weight 
procedure is related to a bottom-priority series, since the SI 
reflection is made only when all Dynkin components other 
than a l are non-negative. 
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(3) The eighth Dg simple root is used implicity: In the 
bottom-priority series discussed above, one optimizes (re­
flects until the Dynkin indices are non-negative) with re­
spect to the seven Dg roots of the Eg simple root set before 
and between S, reflections. This optimization does not affect 
the first component in the orthogonal basis, but leads to the 
optimal signs and ordering of the last seven components. 
However, in the procedure of Sec. IV D, one orders all eight 
orthogonal components. This is equivalent to optimizing 
with respect to all eight Dg simple roots, the seven of the Eg 
set and also 1 +2_. This forces one closer to the top in positi­
vity. The long-weight procedure is equivalent to starting 
fairly close to the top, and then using a bottom-priority Dyn­
kin reflection series, with all reflections except S, made auto­
matically. 

I illustrate the above points by considering the weight 
'lr of Eq. (4.7). If one constructs a Dynkin reflection series 
choosing always for Si the smallest i such that ai is negative 
(top priority for S,) 5 of the 47 reflections needed to obtain 
the dominant Eg weight are S, reflections. If one uses S, with 
bottom priority, 47 reflections are still required, but only two 
are S, reflections. The weight preceding the first S, reflection 
is [!(1533311 - 1)]. If one uses the procedure of Sec. 
IV D, the weight preceding the first S, reflection is 
[! (5333 111 - 1)], and only one S, reflection is needed. 

Next, I give the proof that the long-root procedure never 
requires more than two Sl reflections. It is convenient to 
define indices gi by the equations, 

gl=f" gg=f8' gi= -J.. (2<J<7). (5.1) 

As seen from Eq. (4.3a) the value of ai is given simply as 

1 8 
a, = - Ig,. (5.2) 

2i=' 
If Sl (g) = g', the transformation equations are 

g; =gi - !a 1• (5.3) 

If a weight is D dominant, the conditions ofEqs. (4.1a) and 
( 4.1 b) may be written 

If gg #0, the sign of gg is the signature of the class. 

( 5.4a) 

(5.4b) 

We may start the iteration procedure with a D-domi­
nant weight. In the following argument, Fi and G .. denote the 
J.. and gi values of the original D-dominant weight, while G; 
and G ;' denote the g .. values immediately after the first and 
second Sl reflections, respectively. 

If the original a" determined from Eq. (5.2) with 
g .. = G .. , is non-negative, noS, reflections are required, so we 
assume a, <0. One performs an S, reflection. If the new 
weight (G ') is notD dominant, one may make itD dominant 
by rearranging the coefficients 2 through 8 and changing 
pairs of signs. (At all stages of the procedure g,:> Ig .. I, for 
i> 1.) These changes correspond to the Weyl reflections S2 
through Sg, associated with the Dg roots. Since the value of 
the new a, does not depend on the order of the g .. , I will not 
reorder thegi 's, but consider only the sign changes. A weight 
g (with g,:> Ig .. I ) may be considered D dominant if either all 
g .. are nonpositive (for i> 1), or exactly one of these g .. is 
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positive, and this gi has a magnitude no greater than that of 
any other g ... 

We return totheS,-reflected weight, G '. BecauseofEqs. 
(5.4a), (5.4b), and (5.3), 

(5.5) 

One may make G' D dominant by one of the four following 
sign-change procedures: (a) no sign changes, G ' is already D 
dominant; (b) two sign changes, one changes the signs of G .; 
and G ~; (c) four sign changes, one changes the signs of G ; , 
G ;" G';, and G ~; or (d) six sign changes, one changes the 
signs of all G ; except G ; and G 2 . For example, suppose that 
G 2' G i , G ~, and G ; are negative, while G ;" G .; , and G ~ are 
positive. One then changes the signs of G'; and G ~ and, if 
G;' > I G ; I, one also changes the signs of G; and G ;, . 

We consider the four cases separately, and denote by a; 
the value after the appropriate sign changes are made. In 
case (a) it is easy to see that a; = - a,. This is positive, so G' 
is E dominant. The one Si reflection is sufficient. In case (b) 
a short calculation yields 

a; =F7 -Fg. 

This is non-negative, so the D-dominant weight is also E 
dominant. The one S, reflection is sufficient. In case (d), 
after the six sign changes are made, a calculation shows that 

a; =F, -F2• 

This is non-negative, so the one S, reflection is sufficient. 
In case (c), after the four sign changes are made, a; may 

be negative. If this occurs one performs a second S, reflec­
tion, applying the rule ofEq. (5.3) after the sign changes are 
made. Because the last four G; have been reflected, the new 
g2-g7 indices form an asymmetric pyramid pattern, i.e., 

(5.6) 

Again I do not reorder the columns. A calculation shows 
that the new g3 and g6 indices are 

G'3 = H (F2 - F,) + (F4 - F3 ) ], 

G; = H(F6 -F5) + (Fg -F7)]' 

These are both non positive. Because of this and Eq. (5.6), 
the only components G;' (besides G;') that might be posi­
tiveare G; and G ~.ltfollows thatifG II isnotD dominant, it 
may be made D dominant with only one pair of sign changes. 
However, it was shown in case (b) above that when one pair 
of sign changes leads to D dominance, the resulting value of 
a, is non-negative. Therefore in case (c) the secondS, reflec­
tion is sufficient. This concludes the proof. 

The long-weight procedure is related closely to the pro­
cedure used in Sec. IV C to compile Table II. It is easy to 
show that weights requiring 0,1, and 2 S, reflections in the 
long-weight procedure are those labeled dominant, primary, 
and secondary, respectively, in Table II. 

In order to illuminate some of the procedures discussed 
here, I will give a short discussion of the rates at which differ­
ent quantities approach their asymptotic limits as one con­
siders Weyl classes with longer and longer weights. A few 
definitions are useful. If C(j is a Weyl class of an algebra d, 
do is defined as the algebra obtained by writing the Dynkin 
diagram for d and deleting each circle (with its connecting 
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lines) that corresponds to a positive Dynkin component of 
CtJ. Thus for the class {38} of E g , sff 0 is A2 XA 4 • It is well 
known that the number of weights in the Weyl class CtJ is 
given byl4 

N(CtJ) = N(sff)IN(.xIo), (5.7) 

where N(.xI) is the number of reflections in the full Weyl 
group for the algebra sff. [If the diagram for sff 0 contains no 
circles, N ( sff 0) = 1.] For convenience I list below the sizes 
of the Weyl groups for theA, D, and E algebras: 

N(An) = (n + I)!, 
N(Dn) = n!2n -I, 

N(E6) = 27 '34 '5, N(E7 ) = 2 10 .34 '5'7, 

N(E8 ) = 214 '35 '52 '7. 

The size of an Eg Weyl class approaches its limit slowly. 
The sizes of all the classes in Table II are many times smaller 
thanN(Eg). The shortest class such thatN(CtJ) =N(Eg ) is 
the M2 = 620 class with dominant weight shown in Eq. 
( 4.8). 

Similarly, the number of Dg classes in an Eg class ap­
proaches its limit slowly. When all the E8 Dynkin compo­
nents are positive, this number is N(Eg )IN(D8 ) = 135. It is 
seen that all the classes of Table II are far from this limit. 

We next consider the Dynkin reflection series of Sec. 
IV A. Let N R (CtJ ) be the number of reflections necessary to 
proceed from the most negative weight of class Ctf to the 
dominant weight. This number is given by 

(5.8) 

where P(.xI) is the number of positive roots in the algebra 
.xl, and sff 0 is defined as before. It is seen from Eqs. (5.7) 
and (5.8) that N R (Ctf ) is equal to its maximum value (120) 
only when N( CtJ) is equal to its maximum value. However, 
the nature ofEq. (5.8) is such that even for short classes NR 
is on the order of 120. Consider, for example, the M2 = 6 
class {6}; NR {6} = 120 - P(E6XA I) = 83. 

Finally, we consider the asymptotic behavior of the clas­
sification procedure of Table II and related long-root proce-
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dure. I denote by Fd, Fp' and Fs the fractions of the weights 
in a class that are dominant, primary, and secondary, in the 
sense of Table II. An analysis shows that if a 1 > 0, Fd = Th, 
Fp = fts, F, = -1:&; if a 1 = 0, Fd > 4, Fs < -1:&. Thus the aver­
age number of SI reflections necessary in the long-root pro­
cedure (Fp + 2Fs) is equal to its asymptotic value of 1.51 
whenever a 1 > 0. This occurs for many short classes, such as 
the class with M 2 = 4. This argument shows why the long­
root procedure does not get more difficult or time consum­
ing as the weight lengths become large. 
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Among the nonlinear spinor representations of the pseudo-orthogonal rotation groups 
presented in a preceding work, those ones are considered, whose carrier spaces are isomorphic 
with group spaces. The general element of such groups is written as a product of one­
parameter subgroups, allowing, for the SO ( v, v) and SO ( v + 1, v) cases, to write explicitly the 
nonlinear spinor components in terms of independent intrinsic coordinates satisfying the 
Cartan's quadratic constraints. 

I. INTRODUCTION 

In a recent work,! done in collaboration with R~czka, 
we have introduced a whole class of nonlinear spinor repre­
sentations of complex and pseudo-orthogonal groups, show­
ing also that they give rise to a natural generalization of the 
concept of pure spinors introduced by Cartan.2 The distin­
guishing characteristic of pure spinors is that their compo­
nents are not all independent but satisfy some quadratic con­
straints. Exploiting this fact we have been able, in a 
subsequent work,3 to write a set of nonlinear spinor wave 
equations for the SO(v,v) and SO(v + l,v) groups, which 
simplify in a drastic way when expressed in terms of the 
intrinsic spinor coordinates (which resemble a kind of "gen­
eralized Euler angles" for the considered groups). The key 
point in getting this result has been the possibility of explicit­
ly writing the generic element of the complementary set C, 
by which the pure spinor space can be parametrized (see 
Refs. 1 and 3 for more details), as a product of one-param­
eter subgroups. 

In this paper we want to show how this result has been 
achieved, allowing us to write explicitly all the pure spinor 
components in terms of the independent intrinsic ones in 
such a way that the quadratic Cartan relations are recov­
ered.2 We have limited our analysis to the pseudo-orthogo­
nal groups SOC v,v), SOC v + l,v), SOC v + l,v - 1), and 
SO ( v + 2, v-I). In fact, from Ref. 1 it follows that these 
are the only (real) cases in which the carrier space of the 
nonlinear spinor representations may be represented-up to 
a set of Haar measure zero-not simply as a homogeneous 
space but as a group space. This carrier space is obtained by 
the action of the considered pseudo-orthogonal group G on 
the standard spinor tPm (chosen to be the highest-weight 
eigenspinor). If we denote by g the Lie algebra of the group 
G, by h the Lie algebra of the stability subgroupH oftPm, and 
by c the set of generators complementary to h in g, we see 
that, when G coincides with one of the above-mentioned 
groups, c is also a Lie algebra and the complementary set Cis 
a group, obtained-up to a set of Haar measure zero-by 
exponentiating c (see Ref. 1 for a more detailed analysis). 
Therefore the basic technical problem we are confronted 
with here is to write explicitly exp (c) as a product of the one­
parameter subgroups obtained by exponentiating the opera­
tors of c. 

In Sec. II we give a detailed analysis of the SO ( v + 1, v) 

case, taken as a prototype, while we simply sketch the re­
maining cases in Sec. III. In Sec. IV for the SOC v,v) and 
SOC v + l,v) cases we write the pure spinor components ex­
plicitly in terms of the intrinsic coordinates, leaving apart 
the remaining two cases which present major technical com­
plications but no new interesting features. Finally in Appen­
dix A we give the main features of the Zassenhaus formula,4 
on which all our calculations are based, and in Appendix B 
we present some cumbersome relations giving the "general­
ized Euler angles" of the SO (v + 2, v-I) case. Notations 
and conventions are the ones introduced in Refs. 1 and 3. 

II. THE SO(v+1,v) CASE 

The complementary subalgebra c, which we are going to 
exponentiate in the form of a product of one-parameter sub­
groups, is a [1 + (; + !) ] -dimensional solvable Lie algebra 
with 

(;) generators Q kl = - Q 1\ k =/=1 = 1, ... ,v, 

v generators p\ k = 1, ... ,v, 

1 generator D, 

satisfying the following commutation relations!: 

[Qkl,Qmn] = 0, k,l,m,n = 1, ... ,v, 

[D,Qrs] = 0, r=/=s = 1, ... ,v - 1, 

[D,pr] = 0, r = 1, ... ,v - 1, 

[pk,Qlm] = 0, k,l,m = 1, ... ,v, 

[D,Qrv] = _Qrv, r= 1, ... ,v-l, 

[D,PV] = - pv, 

[p\p l ] = 2Q kl, k =/=1 = 1, ... ,v. 

(2.1a) 

(2.1b) 

(2.1c) 

(2.2a) 

(2.2b) 

(2.2c) 

(2.2d) 

(2.2e) 

(2.2f) 

(2.2g) 

In order to get an explicit realization of this algebra we 
can express the generators (2.1a)-(2.1c) in terms of the ba­
sis elements {Ha,Hj,Hj' },j = 1, ... ,v, of the Clifford algebra 
Rv+ 1,v' satisfying the anticommutation relations 

{Hr,Hs} = 2grs l, r,s, = O,I, ... ,v,I', ... ,v', (2.3a) 

where 
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g= o 

i.e., we let 

Qkl = _ HHk"H1,], k #1 = 1, ... ,v, 
~k 

F = - HHk"Ho], k = 1, ... ,v, 

D= -HHv"Hv ]' 

(2.3b) 

(2.4a) 

(2.4b) 

(2.4c) 

[This basis, connected with the nondiagonal metric tensor 
(2.3b), is the so-called Witt or isotropic basis used by Car­
tan. z] 

Following Cartan,2 we provide an explicit realization of 
the so ( v + 1, v) algebra, and then of its subalgebra c, by rep­
resenting the Clifford algebra's generators H's by 2V X 2v 

matrices as follows: 

for jEil,iz, ... ,ip ' 

for jfti l,i2, ••• ,ip ' 

for jEil,iz, ... ,ip ' 

for jfti l,i2 , ••• ,ip ' 

(H) i,i""ip_( I)P 
o ii···j - - , , , p 

(2.5a) 

(2.5b) 

(2.5c) 

all other matrix elements being zero. Here we have labeled 
the 2V rows and columns a la Cartan,2 i.e., using the com­
pletely skew-symmetric set of indices 

i li2 " 'ip ' P = O,I, ... ,v, il,iz,· .. ,iv = 1,2, ... ,v (2.6) 

(where the index "0" means that no index appears). 
Let us define the general element of the complementary 

subalgebra C as 

v v 

X: = aD + L Ck1Q kl + L fJ?k, 
k<I=1 k=1 

(2.7) 

and let us separate the generators commuting with D from 
the other ones, i.e., let us write 

X= U+ V, 

with 
v-I v-I 

U: = aD + L crsQ rs + L f..Fr, 
r<s=l r=l 

v-I 

v: = L crvQrv + fvFv. 
r= 1 

(2.8) 

(2.9a) 

(2.9b) 

If we now apply the Zassenhaus formula (A I) to exp X, we 
get 

expX=exp(U+ V) =euevec'ecJ ... , (2.10) 

where C2,C3, ••• are defined in terms of U and V in Appendix 
A. Then the following lemmas hold. 

Lemma 2.1: All multiple commutators with any num­
ber of U's and more than one V are identically zero. 

Proof" From Eqs. (2.2a)-(2.2g) we have 
v-I 

[[[ ... [V,U],U], ... ],U] = an V - 2nan - I L f..fvQrv, 
............... r= 1 

n times 

(2.11 ) 

but from Eqs. (2.2a) and (2.2d) we have that 

1224 J. Math. Phys., Vol. 28, No.6, June 1987 

[Qrv,V] = 0, r = 1, ... ,v - 1, (2.12) 

and thus the lemma is proved. T 
Lemma 2.2: The Cn 's appearing in Eq. (2.10) are given 

explicitly by 

Cn+ I = [aYvFv 
(n+ I)! 

+ ~t: an -I (acrv - 2nfJv)Q rv] , 

n = 1,2, .... (2.13 ) 

Proof From Eq. (A 16), with x and y replaced by U and 
V, and from Eq. (2.11), Eq. (2.13) follows. T 

Furthermore, from Refs. 1 and 2 we know that 

(Hv ,)2 = 0; (2.14 ) 

therefore the following lemma holds. 
Lemma 2.3: We have that 

V 2 = 0 = CrCs = 0 = VCr' "dr,s = 2,3, .... (2.15 ) 

Proof From the definitions (2.1a) and (2.1b) and from 
Eqs. (2.9b), (2.13), and (2.14), Eq. (2.15) follows. T 

Now we are ready to write explicitly the infinite product 
part of Eq. (2.10), by means of the following proposition. 

Proposition 2.1: The infinite product part of Eq. (2.10) 
is given by 

_ 2 (a - ;2ea + 1 f..fv]Qrv. (2.16) 

Proof From Eqs. (2.15) and (2.13) we have 

(2.17 ) 

then, taking into account Eq. (2.15) and (2.9b), Eq. (2.16) 
follows. T 

For the remaining exp U factor we have the following 
proposition. 

Proposition 2.2: The exp U factor in Eq. (2.10) is given 
by 

Proof' Let us write 

U= U I + U2 

with 
v-I 

U I : = aD + L crsQrs 
r<s= 1 

and 

(2.18 ) 

(2.19) 

(2.20a) 
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v-I 

U2 : = L /,. pr; 
r= 1 

then, since from Eqs. (2.2c) and (2.2d) 

[UI 'U2 ] =0, 

we have 

Taking into account Eqs. (2.2a) and (2.2b) we get 

eU, = (Vir eC';{2")eaD, 
r<s= 1 

while, using Eq. (2.2g), we have 

eU' = (yf ef;F')f vir e-MtQst). 
r=l \s<t=l 

(2.20b) 

(2.21 ) 

(2.22) 

(2.23a) 

(2.23b) 

Inserting Eqs. (2.23a) and (2.23b) intoEq. (2.22), and 
taking into account Eqs. (2.2b) and (2.2c), the proposition 
is proved. '" 

Now we are ready to give the final form of exp X in the 
following theorem. 

Theorem 2.1: The general group element obtained by 
exponentiating the complementary subalgebra C of the Lie 
algebra so ( v + 1, v) is expressed in terms of one-parameter 
subgroups as follows: 

~ = [i( exp(gkpk ) HlJt I exp(dlmQlm) ]eaD, 

where 

gr:=lr' r=1, ... ,v-1, 

gv:= [(1-e- a )la]/v, 

drs = - dsr: = crs - €(s - r) Iris, 

(2.24) 

(2.25a) 

(2.25b) 

r#s = 1, ... ,v - 1, 
(2.25c) 

drY = -dvr := [(1-e- a)la]crv 
+2[(1-a-e- a )la2 ]lrlv, r=l, ... ,v-1. 

(2.25d) 
Proof Inserting Eqs. (2.16) and (2.18a) intoEq. (2.10) 

and using the relation 

aD (Q rv) _ aD _ _ a(Q rv) e _ e -e -, 
F V FV 

r = 1, ... ,v - 1, (2.26) 

obtained from Eqs. (2.2e) and (2.2f), the theorem is 

proved. '" 
Remark: The relations (2.25a)-(2.25d) connecting the 

parameters (gk,dlm ) to the parameters (lk,Clm ) are analogs 
to the ones expressing the Euler angles in terms of the stan­
dard parameters of the SO(3) group elements taken as ex­
ponentials of the so (3) Lie algebra (keeping in mind the 
qualitative differences between the two cases). 

III. THE SO{v,v), SO{v+1,v-1), AND SO{v-t2,v-1) 
CASES 

In this section we want just to sketch the main features 
of the remaining pseudo-orthogonal cases (in which the 
complementary set C has a group structure), leaving apart 
as much as possible all those technical details which can be 
recovered by analogy in the preceding section. 
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A. The SO(v,v) case 

This case can be considered as a subcase of the 
SOC v + l,v) case in which allpk generators are deleted. Let 
us denote the general element of the complementary subal­
gebra C as 

(3.1) 

Then we have the following theorem. 
Theorem 3.1: The general group element obtained by 

exponentiating the complementary subalgebra c of the Lie 
algebra so ( v, v) is expressed in terms of one-parameter sub­
groups as follows: 

(3.2) 

where 

(3.3a) 

Cry = -cvr := [(I-e- a)la]crv , r= 1, ... ,v-1. 
(3.3b) 

Proof Put all /,. =0, r = 1, ... ,v, in Eqs. (2.24), (2.25c), 
and (2.25d) of Theorem 2.1. .... 

B. The SO{v+1,v-1) case 

In this case the complementary subalgebra c is a 
[1 + (; + I) ] -dimensional solvable Lie algebra with 

(
V -2 1) generators Q kl = _ Q lk = - Hk,Hl " 

k #1= 2, ... ,v, (3.4a) 
-11 

v-I 
v-I 

generators C = - ~ (HI + HI' )H1,,} 
- 11 . 1= 2, ... , v, 

generators D = ~(HI - HI' )H1" 

generator B = - (i12) [HI,HI, ], 

generator jj = ! [Hv,Hv' ], 

satisfying the following commutation relations: 

[jj,Q rv] = _ Q rv, r = 2, ... ,v - 1, 

[D,e Iv] = _ e lv, 

[D,jj Iv] = _ jj lv, 

[B,e 11] = jj 11, 

[B,i) 11] = _ ell, 

[e Ik,e 11] = ! Q kl, k,l = 2, ... ,v, 
[ jjIkjj 11] _lQ-kl 

, - 2 ' 

all other commutators being zero. 

(3.4b) 

( 3.4c) 

(3.4d) 

(3.4e) 

( 3.5a) 

(3.5b) 

(3.5c) 

( 3.5d) 

( 3.5e) 

( 3.5f) 

(3.5g) 

Let us define the general element of the complementary 
subalgebra c as 

- - - v -kl 
W: =aD +f3B + L CklQ 

k<I~2 

v v 

+ L eme lm + L dnjj In. (3.6) 
m=2 n=2 

Then we have the following theorem. 
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Theorem 3.2: The general group element, obtained by 
exponentiating the complementary subalgebra C of the Lie 
algebra so ( v + 1, v-I), is expressed in terms of one-pa­
rameter subgroups as follows: 

eW = ef3B [fI.
2 

exp(c\C Ik) ] L!\ exp(d)5 ll) ] 

(3.7) 

where 

c,: = ~ Ci
;/3 c, + 1 - ;OS/3 d,), r = 2, ... ,v - 1, 

(3.8a) 

C
y
:= 1 {[acos/3 +/3sin/3- ae-a]cy 

a 2 + /3 2 

+ [asin/3-/3cos/3 + /3e- a]dy }, (3.8b) 

d~ . = J.. ( sin /3 d _ 1 - cos /3 ) 
s· 5 Cs , 

2 /3 /3 
s = 2, ... ,v - 1, 

dy : = 1 2 {[acos/3 +/3sin/3- ae-a]dy 

a 2 +/3 

- [asin/3-/3cos/3 + /3e- a]cy}, 

~ /3 - sin/3 
c,s = - Cs,: = C,s + 2 (d,cs - dsc,) 

2/3 

(3.8c) 

(3.8d) 

1 - cos/3 
- 2 E(S - r) (C,Cs + d,ds )' 

2/3 

r#s = 2, ... ,v - 1, (3.8e) 

~ 1-e-
a

[ 1 ] Cry = - Cy ,: = a Cry - 2/3 (c,dy - cyd,) 

+ 1 { _ [a sin /3 - /3 cos /3 + /3 e - a] 
2/3(a2 +/3 2

) 

X (C,C y +d,dy ) + [acos/3 +/3sin/3- ae- a] 

X (c,dy - cyd, )}, r = 2, ... ,v - 1, (3.80 

with E(X) = ± 1 for x3~O. 
Proof' Following the same procedure used in Sec. II and 

by repeated use of the Zassenhaus formula (AI) the 
theorem is proved. .... 

C. The SO(v-t2,v-1) case 

This case differs from the preceding ones since the com­
plementary subalgebra C is no more a solvable Lie algebra 
but a semidirect sum of the so(3) simple Lie algebra with a 
solvable Lie algebra. Its [1 + G + 2)] generators are those 
given by Eqs. (3.4a)-(3.4e) plus 

(v - 1) generators pk = - Hk,Ho, k = 2, ... ,v, 

-I 
generator H = - !(HI + HI' )Ho' -, . 
generator K = lI2(H, - HI' )Ho. 

( 3.9a) 

(3.9b) 

(3.9c) 

They satisfy the commutation relations (3.5a)-(3.5g) plus 
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[D,py] = - pv, 
[B,jjl] =K', 
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(3.lOa) 

(3.lOb) 

[jj',KI] =B, 

[K',B] =jjt, 

[jj ',Pk] = 2C 1\ 
[K ',pk] = 2.0 1\ 
[P\Pl] = 2Q kl, k,! = 2, ... ,v, 

[jjl,C ll ] = -!P', 
[K\Dll] = -!P', 

all other commutators being zero. 

(3.lOc) 

(3.lOd) 

(3.lOe) 

( 3.100 

(3.lOg) 

(3.lOh) 

(3.lOi) 

Let us define the general element of the complementary 
subalgebra C as 

y y 

Z: = aD + /3B + 2: CklQk' + 2: Ck Clk 
k<i~2 k~2 

y y 

+ 2: d,D 11 + 2: fmpm+hH'+kK'. 
1~2 m~2 (3.11) 

Then we have the following theorem. 
Theorem 3.3: The general group element, obtained by 

exponentiating the complementary subalgebra C of the Lie 
algebra so (v + 2, v-I), is expressed in terms of one-pa­
rameter subgroups as follows: 

eZ 
= eJL~2 exP((\C

lk
)] LU2 exp(d,D ll)] 

X [Jt eXP(lm pm )] LtL expCl\,Qk') leal>, 

( 3.12a) 

where J denotes the general element of the so (3) simple Lie 
subalgebra 

J: =/3B + hjj' + kK I, (3.12b) 

and the coefficients C k, d" 1m' C k' are given explicitly in 
terms of the coefficients of Eq. (3.11) in Appendix B. 

Proof: Following the same procedure used in Sec. II and 
by repeated use of the Zassenhaus formula (AI) the 
theorem is proved. .... 

Remark: The group element eJ is easily factorized into 
one-parameter subgroups by means of the usual expression 
involving the standard Euler angles. 

IV. INTRINSIC SPINOR COMPONENTS FOR PURE 
SPINORS 

In this section we give the pure spinor components for 
the SOC v,v) and SOC v + l,v) cases in terms of the "general­
ized Euler angles" appearing in the complementary set C, 
once it is expressed as a product of one-parameter subgroups 
as in Eqs. (2.24) and (3.2). We prefer to start with the 
SO ( v + 1, v) case, since the SO ( v, v) case can be easily de­
duced from it, taking into account Sec. III A. 

A. The SO(v+1,v) case 

Choosing the same spinor representation appearing in 
Ref. I, we see that the generic SO ( v + 1, v) pure spin or is 
given by 

(4.1 ) 
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where ex is given by Eq. (2.24) and "'m is a 21' -component 
spinor with all components zero but the first one equal to 
unity. Following Refs. 1 and 2, we label the 2" components 
of '" with a set of completely antisymmetric indices, i.e., 
"'i""i, with O<r<v and l<il, ... ,ir<v. Then we have the fol­
lowing lemmas. 

Lemma 4.1: The group element ex ofEq. (2.10) can be 
rewritten as 

ex = (1 + ktl gk
Pk + :t>rgj2"') 

X [ IT (1 + lUklQ kl) ]eaD, 
k,l= I 

(4.2a) 

where 

lUrs = - lUsr : = ! (drs + grgs), r=ls = 1, ... , v-I, 
(4.2b) 

(4.2c) 

Proof: From Eqs. (2.2g) and (2.20b) we have that 
v-I 

eU
' = 1 + L frpr, 

r= I 

and from Eqs. (2.2a), (2.2b), and (2.20a) 

eU
' = ["III (1 + ~CrsQrs)]eaD. 

r,s= I 2 
Furthermore, from Eqs. (2.16) and (2.26) 

eaD(eVeC'ec"" )e- aD 

(4.3a) 

(4.3b) 

= (1 + g"P") [X( eXP(lU",QrV)] [f(eXP(lU"rQ"r)]. 

(4.4 ) 

Inserting Eqs. (4.3a) and (4.3b) into Eq. (2.22) and then, 
together with Eq. (4.4), into Eq. (2.10), with the help of the 
relation 

(4.5) 

and of Eqs. (2.25a)-(2.25d), the lemma is proved. ... 
Lemma 4.2: The even components of", can be written as 

"'i, .. 'i2p = ea12
{ [ IT (1 + 17klQ kl) ]"'m}. . ' (4.6a) 

k.l= 1 '1""2p 

where 

17rs = - 17sr: = lU rs , r=ls = 1, ... ,v - 1, (4.6b) 

17",= -17"r:=lU",+!grg", r=I, ... ,v-1, (4.6c) 

while the odd components of", can be written as 

'1/Ji""i2Q + 1 

= e
a/2

{ Ctl gk
Pk )LJt (1 + lUklQ kl) ]"'m L,."i2Q + " 

(4.7) 

Proof' From Refs. 1 and 2 we have that 

l>"'m = !"'m· (4.8) 

Furthermore, from Refs. 1 and 2 we have that 

(HI')2 = 0, VI = 1, ... ,v, (4.9a) 

and then, from Eqs. (2.1a) and (2.1b), 
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QklQml = 0 = Qk1p l = 0 = (pl)2, Vk,l,m = 1, ... ,v. 
(4.9b) 

Since we know from Refs. 1 and 2 that the only nonzero 
matrix elements of HI have the form 

(Hi )k""k,j k,"'k, = 1, jf!(kl, ... ,kr ); j,kl, ... ,kr = 1, ... ,v, 

r=0, ... ,v-1, (4.10) 

we see from Eqs. (2.1a) and (2.1b) that each Qkl in Eq. 
(4.2a) "creates" a pair of distinct indices for "', while each 
pk (sinceHo is a diagonal matrix) "creates" only one index 
for ",. After separation of the even and odd pieces in Eq. 
(4.2a), the lemma is proved. ... 

Let us introduce the notation for totally antisymmetric 
tensors 

T[i"'iJ:=~ L (-O"Ti "'i , (4.11) 
I, r! 1T(i."' 'i,) fT, fTr 

where the summation is extended over all permutations of 
the indices il, ... ,ir and ( - 0" denotes the signature of the 
given permutation. Then we are ready to present the main 
proposition of this subsection. 

Proposition 4.1: The generic non-null component of the 
spinor '" ofEq. (4.1) with an even number of indices is given 
by 

-";"'i =(2p-1)!!ea12d[ii dii"'di i J' (4.12a) 'f/. 2p 1234 2p-12p 

while that one with an odd number of indices is given by 

- (2q + 1 )!!ea/2g[i d;; .. 'di i J ' 
123 2q2q+l 

(4.12b) 

where 

dkl = - d1k : = dkl + gkgl€(/ - k), k =II = 1, ... ,v, 
(4.12c) 

with dkl and gk defined by Eqs. (2.25a)-(2.5d) [and 
(-l)!!:= 1). 

Proof: Let us begin by proving Eq. (4.12a). Taking into 
account Eq. (4.9b) we can write 

L.it (1 + 17kIQ
kl

) ]"'m 

= ~ 1 + 2k'~ 1 17klQ
kl + 22 

k<l 

" X L 17k,I, 17k,l, Q k,l'Q k,l, + ... 
k,""l,""k,""l, = 1 

k. <i.,k2 </2 

11</2 

" + 2[,,12] " L- 17k,!, .. '17k( v/2j l(V/2j 
k,,,,,l,,,,,' . ""k(v/2j""l(v/2j = I 

k. < 1 ...... k\vl2l < 1[\1121 

I, <12 < ... <1[v/21 

X Q k,l, . .. Q k( v/2j l(v12( f "'m· (4.13) 

Inserting Eq. (4.13) into Eq. (4.6a) and taking into 
account Eqs. (2.1a) and (4.10) we see that "'i""i

2P 
gets a 

contribution only from those terms of Eq. (4.13) having p 
Q's with the indices being a permutation of (il" 'i2p ), i.e., 
only from the terms of the kind 
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- -kl (iliZ"'iZp ) Qk,I""Q PP=(-1)P-1T H.,H.,···H, , 
kIll" 'kplp 'I '2 '2p 

(4.14a) 

where 11"(L·.i2~k I ) denotes the parity of the permutation 
I I pp 

transforming the sequence (il" 'izp ) into the sequence 
(kIll" ·kplp ). TakingintoaccountEq. (4.10), we have then 

-kl -kl (i liz"'i2P ) 
(Q ""'Q PPtPm )i''''i2P = 11" k I ···k I ' 

I I p p 

(4.14b) 

and, using Eqs. (4.6a), (4.13), (4.14b), and the definition 
( 4.11 ), the first part of the proposition is proved, with the 
help of the relation 

L 11"(ki;z.·.·.·~2PI )1h'l' .. 'T/kplp 
(k,.I, ..... kp.lp)E(i, ..... i2p) I I P P 

k,#l'#"'#kp#lp 
k, < l, .... ,kp<lp 

1'</2< ... <Ip 

= (2p - 1)!!'I][i,i," ''I]i2P_li2p] ' (4.14c) 

and of the definitions (4.6b), (4.6c), (4.2b), (4.2c), and 
(4.12c). 

Let us now rewrite Eq. (4.7) as follows: 

( 4.15a) 

where 

th, ... j,:=eaIZ {[ IT (1+lUklQkl)]tPm} ..... (4.15b) 
k.l= I j, j, 

We see that Ipj' "'j' is identical to tPi ... i ofEq. (4.6a) (non-
I r I 2p 

null contributions come for r even only), once we substitute 
'I] kl with lU kl' Its explicit form is given by 

.f, _ 2r/2 ( 1 )" al2 •.. 
'f'j," oj, - r - .. e lU[j,j, lUj, _ Ij,]" (4.16 ) 

Since Ho is a diagonal matrix with 

s=O, ... ,v, 
( 4.17) 

taking into account the definition (2.1b) and Eqs. (4.10), 
(4.16), and (4.17), we can write 

Zq+ J 

tP·· = L (- l)kg . Ip. -
'1""2q+I k=l 'k ,.'··ik '·;2q+l' 

(4.18 ) 

where a A sign over an index means that that particular index 
is missing from the sequence in which it appears. If we now 
express the Ip components by means of Eq. (4.16) and we 
take into account definitions (4.11), (4.2b), (4.2c), and 
(4.12c), we see that Eq. (4.12b) is also proved. y 

Remark: From the explicit expressions (4.12a) and 
( 4.12b) it is easy to check that the pure spinor's components 
satisfy the quadratic relations presented in Ref. 2. 

B. The SO(v,v) case 

In this case we define the generic pure spinor as 

tP:=eYtPm+, (4.19) 

where eYis given by Eq. (3.2).and tPm+ is identical to tPm of 
the preceding subsection. From Refs. 1 and 2 we see that tP is 

1228 J. Math. Phys .• Vol. 28, No.6. June 1987 

effectively a semispinor of the first kind, having all compo­
nents with an odd number of indices equal to zero. [Any 
second kind semispinor can be obtained by reflections of first 
kind semispinors (see Ref. 2).] 

As already mentioned in Sec. III A, this case can be 
derived from the SO ( v + 1, v) case, deleting all F k genera­
tors. We have then the following proposition. 

Proposition 4.2: The generic non-null component of the 
semispinor tP of Eq. (4.19) is given by 

.f, - (2 _ 1)" alZ- ••• -
rri '''i -.p .. e C[i i Ci i l' 12p 12 2p-12p 

(4.20) 

with Ck1 given by Eqs. (3.3a) and (3.3b). 
Proof' From Eqs. (2.3) and (3.1) we see that, if we let 

fk =0, k = 1, ... ,v, we have 

?IUk2'OO} = e Y; (4.21a) 

then, since tPm+ = tPm, from Eqs. (4.1), (4.19), and (4.21a) 
we have that 

(4.21b) 

Then the only nonzero components of tPSO(v.v) are given by 
Eq. (4.12a), with the parameters d kl evaluated with fk = O. 
Taking into account Eqs. (4.12c), (2.25a)-(2.25d) and 
(3.3a), (3.3b), we see that the proposition is proved. Y 

Remark: We want to stress that in Eqs. (4.12a), 
(4.12b), and (4.20) we have been able to write the nonlinear 
(pure) spinor components in terms of the independent in­
trinsic coordinates, just because we succeeded in writing 
both? and eYas a product of one-parameter subgroups. It 
can be easily seen also that such a "factorization" of the 
group elements of the complementary set C is absolutely 
necessary for the realization of minimal covariant nonlinear 
spin or wave equations associated with our nonlinear spin or 
representations (see Ref. 3). 

APPENDIX A: THE ZASSENHAUS FORMULA 

In order to make the paper as self-contained as possible, 
we give here a brief account on what is presented in Ref. 4 on 
the Zassenhaus formula, and derive some straightforward 
consequences to be used in our analysis in the main text. 

Let R be a free ring with two generators x, y and with 
rational coefficients. Then we have the following theorem. 

Theorem At (Zassenhaus): There exist uniquely deter­
mined Lie elements Cn (n = 2,3,4, ... ) in R, which are exact­
ly of degree n in x, y, such that 

(Al) 
y 

Here a rough definition of Cn is that it is any linear 
combination of multiple commutators of x and y, in which 
the total power of x and y is n (see Ref. 4 for a more precise 
definition) . 

In order to get the Cn 's explicitly we have to introduce 
the "curly bracket operator" { } having the following prop­
erties. 

(i) It is a linear operator, i.e., for any two elements 
FI,F2ER and for any two elements c J'C2 in the field of coeffi­
cients 

(A2) 
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(ii) Let Xv for v = 1,2, ... ,n be anyone of the generators. 
Then for any monomial x IX2 ••• Xn we define 

{X I X2·· ·xn}: = [[ .. ·[[X I ,x2],X3], ... ],xn], (A3) 

{xv}: = xV, (A4) 

{1}: = O. (AS) 

Furthermore, the two following propositions are needed. 
Proposition AI: Let G be a homogeneous Lie element in 

R which is of degree n; then 

{G} = nG. (A6) ... 
Proposition A2: If G is a homogeneous Lie element and F 

is any element of R then 

{G 2F} = O. (A7) ... 
Then, applying the operator { } to both sides of Eq. (A 1 ) 
we get 

and 

{~+y} =X +y (A8) 

{~eYeC2eC3 ... } = x + y + {xy} + {C2} + {xy2}/2! 

+ {xC2} + {yC2} + {C3} + .... 
(A9) 

By comparing terms of the same degree in Eqs. (A8) and 
(A9), we get 

{C2 } + {xy} = 0, (AW) 

{C3} + {xC2 } + {yC2} + ~{xy2} = 0, 

and so on, giving 

C2 = - Hx,y], 

C3 = - ![[x,y],y] - i[[x,y],x], 

and so on. 

(All) 

(A12) 

(AB) 

Ifwe now look at the relations (AW), (All), and to the 
analogous ones of higher degree, we see that 

{Cn} = - {xCn -I} + (terms at least of degree 2 in y), 

(A14) 

i.e., from Eq. (A3) and (A6), 

nCn = [Cn_l,x] + (terms at least of degree 2 in y). 

(AlS) 

Iterating Eq. (AlS) and using Eq. (A12), we finally get 

Cn = (lIn!)[[[···[y,x],x], ... ],x] 

n-I 

+ (multiple commutators with y 

appearing at least twice). (A16) 

APPENDIX B: EXPLICIT FORM OF THE COEFFICIENTS IN THE SO(v+2,v-1) CASE 

The relations connecting the coefficients Ck' dt , 1m, Ckt appearing in Eq. (3.l2a) to the coefficients a, /3, Ckt, Ck, dt , ofEq. 
(3.11) are rather cumbersome; therefore we prefer to write them explicitly in this appendix as follows: 

c,: = (2h cos:
2

- 1 _ /3k sin~3- p)/r + [1 + sin~3- P (h 2 + /3 2 ) ]c, 

(Bla) 

(BIb) 

(Blc) 

(BId) 

(Ble) 
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Crs = 

c = rv 

r=2,oo,v-I, 

where 

and 
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Decomposition of the SO*(8) enveloping algebra under U(4)::J U(3) 
R. Le Blanc and D. J. Rowe 
Department of Physics, University of Toronto, Toronto, Ontario, Canada M5S IA 7 
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The existence of a complete set of SU (3) tensor operators in the enveloping algebra of SO* (8) 
is demonstrated. The analysis recasts a parallel analysis by Biedenharn and Flath [Commun. 
Math. Phys. 93, 143 (1984)] concerning an SOC 6,2) model for SU (3) in the isomorphic but 
simpler framework of an SO* ( 8) model. 

I. INTRODUCTION 

It has been shown independently by Biedenharn and 
Flath I and Bracken and MacGibbonz that the fundamental 
unirrep of SO (6,2) defines a model for SU (3) in the sense of 
Bernstein et al. 3 According to their definition, a representa­
tion space is called a model for a group G if it contains pre­
cisely one irrep from every equivalence class of irreps of G. 

Exploiting the local isomorphism SO(6,2) ~SO*(8), 
Le Blanc and Rowe4 gave a Bargmann representation of the 
SO(6,2) model for SU(3) which is simple, naturally unitary 
with respect to the Bargmann measure, and readily ex­
pressed in a Cartan basis. Furthermore, taking advantage of 
the natural embedding of the su (3) algebra in the so* ( 8) Lie 
algebra through the subgroup chain 

SO*(8) ::>U(4) ::>U(3) ::>SU(3), 

where U ( 4 ) ~ SO ( 6) X SO (2) is the maximal compact sub­
group of SO* (8), it was realized therein that the Cartan 
generators of the so* (8) Lie algebra are the fundamental 
Wigner operators as defined by Biedenharn and Louck (see, 
e.g., Louck5

) in contrast with the SOC 6,2) model which call 
for more complicated linear combinations of the generators 
of its Lie algebra for their realization. 

Since the fundamental Wigner operators of SU (3) are 
the elementary building blocks for a complete set of basic 
SU (3) tensor operators, it is appropriate to try to identify 
the elements of this set in the enveloping algebra ofSO* (8). 
Such an analysis has been carried out by Biedenharn and 
Flath I for the SO ( 6,2) model. The purpose of this paper is to 
recast their analysis in the much simpler SO* ( 8) model 
framework. Using only the elegant properties of the 
Gel'fand patterns required for the classification of the 
U ( 4 ) ::> U (3) tensors arising in the enveloping algebra of 
SO*(8), we rederive all their results in a simple deductive 
and therefore more transparent way. 

II. REVIEW OF THE 50*(8) MODEL FOR 5U(3) 

A basis for the complexification of the so* (8) Lie alge­
bra is given (Le Blanc and Rowe4

) in terms of two four­
dimensional Bargmann vectors (ga,,; a = 1,2; f1, = 1, ... ,4) 
and with summation over repeated indices by 

f1"V = 1,4, 

(2.la) 

IgI" glv I, A"v = -Av" = gz" gzv 
(2.1b) 

a a 

B - B -At - agl" aglv 
/-LV - - V/.l - /-LV-

a a 
(2.lc) 

agz" agzv 
where (C"v ) span the maximal compact subalgebra u (4) of 
so* (8) and (A"v) and (B"v) are, respectively, Cartan rais­
ing and lowering operators. The u (3) subalgebra (C Ii) is 
given by the restriction of the indices f1"V in (2.1a) to 
i,j = 1,2,3. 

We have the following commutation relations: 

[C"v,AYll] = c5vyA"ll + c5vll A y", 

[C"v,Byll ] = - c5"yBvll - c5"llByv ' (2.2) 

[B"v,Ayll] =c5llv Cy" +c5y"C8v -c5vy Cll" -c5"llCyv ' 
Under u( 4), A is a {llOO}tensor, B is a {DO - 1 - 1} tensor 
while the elements of sue 4) are the components of a 
{I DO - 1} self-conjugate tensor. 

The lowest weight state for this fundamental representa­
tion of so* (8) is clearly given by the Bargmann vacuum 

(gIO) = 1, (2.3 ) 

which carries an unirrep {llll} ofu( 4). 
Since the raising operators (A"v) transform under the 

adjoint action ofu( 4) as the components ofa {IWO} tensor, 
the polynomials of degree h I in (A "v) transform as the com­
ponents of a {h Ih IOO} tensor. These tensors then reduce un­
der u (3) according to the branching rule 

h, 

u(4)Lu(3): {hlhlDO}! I {hlhzO} (2.4 ) 
h2 =0 

given by the usual betweenness conditions of the corre­
sponding Gel'fand patterns. Since there is no multiplicity 
involved in the SO* (8) ! U (4) reduction, it follows that a 
U (3) invariant subspace of this so* (8) representation space 
can be uniquely labeled by its u(4) ::>u(3) quantum 
numbers 

o 
) ~ P ;""} (A) 10), 

(2.5a) 

where P ~h'h2} (A) is a polynomial of degree h I in the raising 
operators (A"v) and Tf stands for any appropriate scheme to 
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label components of the corresponding sue 3) unirrep 
{h l h2 }. For example, 17 can stand for either the usual lower 
Gel'fand pattern or for the basis labels (o)LM (Le Blanc 
and Rowe6

) corresponding to a canonical SU (3 ) ~ SO (3) re­
duction. When 17 stands for an SU (3) lowest weight, we 
have, from Eqs. (4.7) and Eq. (6.13) of Ref. 4, 

hI hI 0 
o 

=[ h2! ]1I2C (h,_h,){ 1 Ah'}IO) 
hl!(h l - h2)! 42 hl!~ 12 

____ -=1 ____ A h, A h, - h210) (2 5b) 
[(h l +l)!h2!(h l -h2)!]1/2 12 14 • • 

It does follow that the so* ( 8) unirrep {Ill t} decom­
poses under the successive restrictions 

so* (8 Hu( 4 Hu(3): {Ill t} ~ I{h1hlOO} ~ I {h l h20}. 
hi hlh2 

(2.6) 

Thus the {1111} representation space for so* (8) contains 
precisely one representative of every equivalence of SU (3 ) 
irreducible representations. It is therefore, by definition, an 
SU (3) model space (Bernstein et al. 3

). 

In the following sections, we identify in the enveloping 
algebra of so* (8) a complete set of SU (3) tensor operators 
which act on this model space and which have well-defined 
shift properties. In classifying these tensors, we shall make 
use of the convenient and insightful labeling scheme by up­
per Gel'fand (operator) patterns introduced by Biedenharn 
and Louck (see, e.g., Louck5

) who showed that a complete 
set of basic SU (3) tensors can be classified by means of oper­
ator patterns of the type 

with 

h33 = r l2 + r 22 - hI - h2<'0. 

Note that, from (2.10) and (2.11), 

YI + Y2 = 0 1 + O2 = I hi3 • 

(2.7) 

r l2 + h33 

(2.13 ) 

(2.14 ) 

Note also that for given values of hI = h13 - h33' 
h2 = h23 - h33' 01, and O2, there generally corresponds a 
multiplicity set of tensors 

01 

(2.15 ) 

h23 
which can be indexed by an integer O<'P<'Pmax with 

YI(P) =y; -P, Y2(P) =1S +p, (2.16 ) 

1232 J. Math. Phys., Vol. 28, No.6, June 1987 

with the usual betweenness conditions for YI' Yz, and 01, 

Such a pattern indicates that the corresponding tensor maps 
the states of a U (3) representation {A 1,A2,A3} into a repre­
sentation {AI + al,A2 + a2,A3 + aJ, where 

a l = 0 1, a2 = YI + Y2 - 01, 
(2.8) 

a3 = h13 + h23 + h33 - YI - Yz. 

Thus it maps an SU (3) representation {AIA2} into a repre­
sentation {AI + a l - a3,A2 + a2 - a3}. 

To label a set of unit tensors for SU(3), Biedenharn and 
Flath restricted the U (3) patterns (2.7) to the subset of the 
type 

r" J 
and declared the equivalence of the U (3) unirreps 

{A IA03}:={A I + a3,A2 + a3,A3 + a3} 

(2.9) 

in their model space. Thus they restricted to the subset of 
patterns (2.7) with h33 = O. For our purposes, however, it is 
more appropriate to restrict to the subset with a3 = O. This 
is because the SU (3) states of our model space carry U (3 ) 
representations strictly of the type{A I ,A2'0}; cf. Eq. (2.6). It 
follows that any tensor operator acting on the model space 
must have shift a3 = O. We therefore classify tensors acting 
within the so* ( 8) representation space by patterns of the 
type (2.7) with the constraint 

~hi3 = YI + Y2' 

The corresponding shifts (2.8) are then given by 

a l = 01, az = YI + Y2 - 01 =oz, 
a3 =0. 

(2.10) 

(2.11 ) 

Our labeling is clearly related to that of Biedenharn and 
Flath by 

(2.12 ) 

Pmax = min(Y; - 0\>Y; - h23,h23 - Yz,OI - Yz), 
(2.17) 

where Y; and Yz, respectively, denote the maximum and 
minimum (stretched) values of YI and Y2 allowed by the 
Gel'fand betweenness conditions. Thus a basic SU (3) tensor 
can be identified by either of the two sets of labels 

(2.18a) 

(2.18b) 

from which one readily reconstructs the corresponding op­
erator pattern. 

It can be easily verified (cf. Proposition 4.1) that the 
generators of the so* (8) Lie algebra have the following 
U (3) tensorial and shift properties: 
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A {lIOL 
jk • D=(1l), B {O-I-I}. 

jk • D = ( - 1 - 1), 
A UOO}: D = (10), B ~oo - I}: D = ( - 10), (2.19) 

cUOO}: D = (Ol), ci~- I}: D = (0 - 1). 

Therefore the expressions for the fundamental Wigner oper­
ators are seen to be extremely simple in this model. Their 
Hermiticity relations are also clearly apparent. 

III. DECOMPOSITION OF A UNDER SO*(8):JU(4):JU(3) 

We now proceed to the decomposition of the SO* ( 8) 

enveloping algebra A under SU (3). 
Proposition 3.1: Under SO* (8), A decomposes as 

00 

{A}t I {OO-p-p}, (3.1) 
p~O 

where {OO - P - p} is a nonunitary finite-dimensional low­
est weight irrep of SO* ( 8). 

Proof B)4 is easily verified to be the unique lowest 
weight polynomial of degree P in the generators of the 
so* (8) Lie algebra. It satisfies the equations 

[BjLv,B)4] =0, 

[CjLv,B)4] = 0, f-l < v, 

[Cll ,B)4] = [C22 ,B)4] = 0, 

[C33,B)4] = [C44,B)4] = - pB)4' 

(3.2) 

Q.E.D. 

(See Biedenharn and Flath, I Proposition 7.3, for an equiva­
lent statement. ) 

Proposition 3.3: The decomposition of {OO - P - p} un­
der U ( 4) is given by the branching rule 

SO*( 8) tU( 4): 

{OO-p-p}t 

-PZ-P3}' (3.3) 

Proof The SO* ( 8) irreducible tensor {OO - P - p} de­
composes as a sum ofU(4) Racah tensors T{h".} for which 
the U (4) lowest weight component is given by the product of 
commuting factors 

HereA lz, B 34, C14' and CjLjL are, respectively, lowest weight 
components of U ( 4) tensors of rank {1100}, {OO - 1 - 1}, 
{100 - 1}, and {OOOO}. It follows that the coupling is 
stretched and the resulting tensor T{h".} is of rank {hjL4} 
with 

hl4 = PI + P3' hZ4 = PI' h34 = - Pz, 

h44 = - pz - P3' 
(3.5 ) 

Q.E.D. 
The decomposition of a U ( 4) tensor into a sum of U (3 ) 

tensors is given by the betweenness conditions for the asso­
ciated U ( 4 ) :J U (3) Gel'fand patterns: 

1233 

U(4)tU(3): {hjL4}t I{hi3 }, hi _ I ,4 <hi3 <hi+ 1,4' 

(3.6) 
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Observe, however, that from any givenp level U(3) ten­
sorinA, we can construct other ("old") tensors at ahigherp 
level and of the same U (3) rank by multiplying it by arbi­
trary polynomials in (a) the U( 1) CU( 1) XSU( 4) CU( 4) 
scalar 

C/-,jL (3.7a) 

and (b) theU(1)CU(1)XSU(3)CSU(4) scalar 

(3.7b) 

It is therefore sufficient to restrict consideration to the subset 
of "new" P level U (3) tensors having no such factors. Let I 
denote the set of polynomials in the above two U ( 1) scalars. 
Evidently I is the U ( 1 ) xU ( 1) enveloping algebra which is 
an Abelian subalgebra of A, The set of new U ( 3 ) tensors in A 
is therefore isomorphic to the factor space A/I and we can 
identify A/I with the space of SU (3) basic tensors. 

Factors of the type (3.7a) are easily suppressed by set­
ting 

P4=0 (3.8) 

in Eq. (3.4); thus we restrict the set of P ( = l:~ ~ I Pv ) level 
tensors to be subset withp = l:i~ I Pi' 

The suppression of factors of the type (3. 7b) can be 
carried out as follows. Let 

{hv4} (3.9) 
hi3 

denote a U(3) CU(4) tensor in A. Since C:; is the U(3) 
scalar component of the su ( 4) Lie algebra of (self-conju­
gate) rank {100 - 1}, the tensor (3.9) is an old U (3) tensor 
if it can be expressed as a product 

o 0 
o o o 

h44 + I} . 
h33 

(3.10) 
Thus only the U (3) tensors {h i3 } C {hv4 } for which 

h13=hI4 and/or h33=h44 (3.11) 

are new. 
Finally, each U(3) tensor is also an SU(3) tensor of 

rank 

(3.12) 

As an example, we trivially have for the P = 0 level the 
identity operator 

T{OOOO}_l. (3.13) 

For the P = 1 level, we have the following three cases: 

(Pi) = (100), T~IOO} -A lz, 

U(4) tU(3): {llOO}t{llO} Ell {100}; 

(Pi) = (010), T~-I- I} -B34' 

U(4) tU(3): 

{OO-l-1}t{O-I-1}EIl{OO-1}; 

(Pi) = (001), T~OO-I}-CI4' 

U(4) tU(3): 

(3.14) 

(3.15 ) 

{100 - 1}t{lOO} Ell {1O - 1} Ell {OOO} Ell {OO - 1}. 
(3.16) 
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Therefore {IOO - l} new J {100} EB {IO - l} EB {OO - l}. 

{1100} new t {110} EB {100}, The identification of all new SU (3) basic tensors for P = 1 is 
unambiguous and their lowest weight components are given 

{OO-l-l}new J{O-l-l}EB{OO-l}, ( 3.17) by 
I 

r 0 

lAn, r 0 -1 -I} 0 0 -1 -1 ~BZ3' 
lw lw 

r 0 O}_A .. , r 0 -1 -I} 
0 0 0 0 -1 ~B34' 
lw lw 

(3.18 ) 

r 0 0 -I} r 0 0 -I} 0 0 ~CI4' 0 0 -1 ~C43' 
lw lw 

r 0 0 -I} 
0 -1 ~CI3' 

lw 
which, incidentally, close upon an hw(3) algebra. 

Observe that altogether, there are nine SU(3) lowest weight operators, old and new, at levelp = 1; 

Cpp,C:;,AIZ,A 14,B34,Bz3,CI4,C43,CI3' (3.19) 

In Biedenharn and Flath's 1 SO(6,2) ~SO*(8) realization, the two oldp = 1 SU(3) [also SU(3) invariant] tensors are given, 
to within additive constants, by their "quark" and "antiquark" number operators (see also Bracken and McGibbon2 ). 

Ignoring Cpp and C:;, there are seven new SU(3) operators at thep = 1 level. 
Consider now the P = 2 level. Since there are a total of nine p = 1 SU (3) tensors, we expect, at first sight, a total of9 X 10/ 

2 = 45 (old and new) symmetrical p = 2 SU (3) tensors. In fact, listing the complete set of U ( 4 ) ::J U (3) p = 2 tensors using 
Proposition 3.3 and the betweenness conditions of the corresponding Gel'fand patterns, we find only 43 tensors. This implies 
the existence of two linear relationships between the SU (3) quadratic tensors. Fortunately, there is no need to seek these 
relationships as the 43 linearly independent tensors are obtained unambiguously from their corresponding U (4) parents [see 
Eqs. (4.7) and (4.9) below]. This obviates the necessity of imposing constraints, to restrict a linearly independent set, as in 
Biedenharn and Flath's analysis. Since our analysis is based on the U ( 4) t U (3) branching rules, we automatically obtain 
linearly independent tensors and thus confirm a previous conjecture (Le Blanc and Rowe4

) that a primary classification of 
SO* (8) tensors under U ( 4) would eliminate any ambiguities in the identification of the SU (3) tensors in A. 

Applying the restrictions (3.8) and (3.11), we get the following new SU (3) tensors for the P = 2 level: 

(Pi) = (200): {2200} new J {220} EB {21O} EB {200}, 

(Pi) = (110): {ll-l-l}newt{ll-I}EB{lO-l}EB{l-l-l}, 

(Pi) = (101): {21O-l}newt{21O}EB{21-1}EB{200}EB{20-l}EB{11-l}EB{1O-l}, 

(Pi) = (020): {OO-2-2}newt{00-2}EB{0-1-2}EB{0-2-2}, 

(Pi) = (011): {1O-1-2}newt{1O~ l}EB{1O-2}EB{1-1-l}EB{1-1-2}EB{OO-2}EB{0-1-2}, 

(Pi) = (002): {200 - 2} new t{200} EB {20 - l} EB {20 - 2} EB {IO - 2} EB {OO - 2}. 

There are thus 26 new P = 2 SU (3) tensors (as in Biedenharn and Flath I). 

The classification of SU (3) tensors at any P level is thus very straightforward. 

IV. SU(3) SHIFT PROPERTIES OF THE 
SO*(8)::J U(4)::J U(3) TENSORS 

Proposition 4.1: The SO* (8) ::J U ( 4 ) ::J U (3) tensors 
(3.9) of the factor space A /1 have well-defined U(3) shift 
properties given by 

( 4.1a) 

has a 0 1 shift given by the difference between its number of 
Cartan raising operators [the number of A 'sin (3.4)] and its 
number of Cartan lowering operators [the number of B 's in 
(3.4) ], 

(4.1b) 

Proof: First, note that when acting on a state (2.5) of the 
model space, the tensor (3.9) 
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0 1 =PI -Pz· 

Then, note that the U ( 4) weight operator C44 has eigen­
value hi - h2' 
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0 ) h2 0 

'TJ 

hi hi 0 

hi h2 0 

'TJ 

on a model space state. There is therefore no C44 weight 
multiplicity in the model space as a U (3) invariant subspace 
is unambiguously identified by the U ( 4) label {h I hi oo} and 
the C44 weight (hi - h2). 

Now the tensor (3.9) has a C44 weight given by 

L hp4 - L h;3 = 2(PI - P2) - L h;3' 
J.l i i 

The tensor will therefore take a U (3) irreducible subspace 
{h l h l oo}::J{h l h20} to a new U(3) irreducible subspace with 
U(4) ::JU(3) labels given by 

{hi + 81,h l + 81,O,O}::J{h l + 81,h2 + 82,O}, 

where, from the additivity of the C44 weight, 

h; - h; = hi - h2 + L hp4 - L h;3' 
p ; 

which leads to the result 

[cf. Eq. (2.14)]. We thus conclude that the tensor (3.9) has 
unambiguous U ( 3) shift properties. 

Q.E.D. 

J 

We now proceed to prove that the tensors (3.9), classi­
fied in the last section according to their SO* (8) 
::J U (4) ::J U (3) properties, can be put in one-to-one corre­
spondence with the abstract set (2.15) of U ( 3) shift tensors. 

We first consider, as in Biedenharn and Flath, I the sub­
set of P level tensors of SU (3) rank {h I = p,h2} and shifts 
(8182 ), [Recall from (2.18) that an SU(3) tensor can be 
identified by either (h13,h23,h33,81>p) or (h l ,h2,81,8z,p) 
with 

hi = h13 - h33, hz = h23 - h33, r h;3 = 81 + 82,] 
; 

From (4.1 a) and condition hi = p, we have two equations 
for (PI,P2,P3)' namely, 

PI+P2+P3=h 13 -h33, PI-P2=81• (4.2) 

The third equation is given by the constraint (3.11). We 
have either 

(4.3a) 

or 

(4.3b) 

Solving for the Pi'S, we obtain a unique solution for a given 
{h l ,h2,81,82 , P = O} which we identify with the stretched 
( P = 0) tensors of the abstract set (2.15) of shift tensors by 
the following proposition. 

Proposition 4.4: To every SU(3) tensor of rank {h l h2}, 
of given shift (8 1,82 ) and with stretched operator pattern, we 
can associate a pS = h I level tensor 

{~: } = {PI + P2 PI -P2 -Pz -P3}, 
h13 h23 h33 

with U(4) ::JU(3) labels given by 

{h13 81 - h33 h33 -(h 13 -81)}, ( 4.4a) 
hl3 h23 h33 

if 81 - h33<h13 and by 

{
8 1 - h33 

h13 
( 4.4b) 

if 81 - h33>hJ3. 
Now, for a (p = hi - p) level SO*(8) ::JU( 4) ::JU(3) tensor (3.9) with fixed SU(3) quantum labels {h l h2}to also have 

fixed U(3) shift properties (8;), we must have, from (3.11) and (4.1), 

PI(P) =p~ -p, P2(P) =p~ -p, P3(P) =p~ +p. (4.5) 

We thus deduce the following proposition. 
Proposition 4.6: A multiplicity set of SU(3) tensors (2.5) will have a unique representative on the P ( = PI + P2 + P3) 

levels starting with the first (stretched) tensor on the level P = p" = h I and the following tensors, indexed by the integer p [Eq. 
(2.17)], on the consecutive P = pS - P levels. The corresponding U (4) ::J U (3) ({hp4 }::J {h;3}) labels for these representa­
tives are given by 

8 1 - h33 -P 
{
hJ3 

hJ3 
(4.6a) 

if 81 - h33<h13 and by 

(4.6b) 
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if 81 - h33 >h 13• 

It can be verified that for P<Pmax, all labels are fully 
consistent with the betweenness conditions of all [upper and 
lower, V ( 4) and V (3)] Gel'fand patterns involved. Propo­
sitions 4.4 and 4.6 are equivalent to Theorem 8.12 of Bieden­
harn and Flath. 1 

Acting with the raising operator C42 on the expression 
(3.4) for the V ( 4) lw tensor component, we find that the 
lowest weight component of the shift tensor (4.4a) is given 
by 

C (Il, - h" - h"){A Il, - h"B - h"}Ch" -Il, + h" 
42 12 34 14 , (4.7) 

where 

C~~){X} =X, 

C~i){X} = [C42,x], (4.8) 

C ~~){X} = [C42, [C42,x]], etc. 

Similarly, acting with C42 and C43' we find that the lowest 
weight component of the shift tensor (4.6a) is given by 

c ~~, - h" - h" -p){A f2 - h" -PB 34 h" -P}C74' -Il, + h"C~3' 

(4.9) 

Similar expressions can be obtained for the tensors (4.4b) 
and (4.6b). Equations (4.4), (4.6), (4.7), and (4.9) are also 
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equivalent to Eqs. (8.21) and (8.22) of Biedenharn and 
Flath. The group theoretical structure of the tensors (4.9) 
guarantees their linear independence (Draayer and 
Akiyama, 7 Le Blancs). 

Finally, note that although extremely elegant and sim­
ple, the SO* (8) - SO ( 6,2) model for SV (3) does not offer 
(as yet) a group theoretical interpretation for the V (2) 
aspects of the upper pattern. Such an interpretation has been 
given elsewhere by the authors (Le Blanc and Rowe9

) using 
an alternative model for SV(3) defined in a V(2) XSV(3) 
Bargmann space. 

lL. C. Biedenharn and D. E. Flath, Commun. Math. Phys. 93,143 (1984). 
2A. J. Bracken and J. H. MacGibbon, J. Phys. A: Math. Gen. 17,2581 
(1984); A. J. Bracken, Commun. Math. Phys. 94, 377 (1984). 

31. N. Bernstein, I. M. Gel'fand, and S. I. Gel'fand, Funet. Anal. Appl. 9, 
332 (1975). 

4R. Le Blanc and D. J. Rowe, J. Phys. A: Math. Gen. 19, 1111 (1986). 
'J. D. Louck, Am. J. Phys. 38, 3 (1970). 
6R. Le Blanc and D. J. Rowe, J. Phys. A: Math. Gen. 18, 1891, 1905 (1985). 
7J. P. Draayer and Y. Akiyama, J. Math. Phys. 14, 1904 (1973). 
SR. Le Blanc, Ph.D. thesis, University of Toronto, 1985. 
9R. Le Blanc and D. J. Rowe, J. Phys. A: Math. Gen. 19, 1093,2913 (1986). 
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Indecomposable modules of the Poincare algebra in an energy-cyclic angular 
momentum basis 

Romuald Lenczewski 
Department of Mathematics, Southern Illinois University, Carbondale, Illinois 62901 

(Received 7 August 1986; accepted for publication 11 February 1987) 

The universal enveloping algebra ~ = ~ + ~ _2 of the Poincare algebra iso ( 3, 1) is 
considered. Infinite-dimensional induced modules ~ + (r) are studied. Explicit formulas are 
obtained for ~ + (r) in the Poincare-Birkhoff-Witt basis. Then a change of basis is performed 
to an energy-cyclic angular momentum basis. For any rEf?, ~ + (r) turns out to be 
indecomposable. It can be represented as an infinite family of interacting Verma modules of 
the Lorentz algebra soC 3, 1). Finite-dimensional modules can be obtained as quotient modules 
of ~ +(r) if2rEl? 

I. INTRODUCTION 

Indecomposable modules of physically relevant Lie al­
gebras have been suggested 1-3 for the description of unstable 
particles. In particular, indecomposable modules of the 
Poincare algebra g; = iso (3, I) may be useful in modeling 
unstable particles of arbitrary spin and their interactions. 
However, the Poincare algebra, being a nonsemisimple Lie 
algebra, does not lend itself as easily to methods of the repre­
sentation theory as semisimple Lie algebras (even in the case 
of finite-dimensional modules). On the other hand, its maxi­
mal solvable subalgebra is Abelian, hence it can be viewed as 
mathematically relatively easy to work with. 

In fact, g; is a semidirect product of the algebra of trans­
lations % = t(4) and the Lorentz algebra .!f = so(3,1). 
The Lie products satisfy [.!f,.!f] = .!f, [.!f, %] = %, 
[%, %] = O. Therefore % is an Abelian ideal in g; and 
this makes the analysis simpler than for other nonsemisim­
pIe Lie algebras (except, maybe, some low-dimensional 
ones). 

Hence with both mathematical and physical motiva­
tions we resume4 the study of the indecomposable modules 
of g; (infinite dimensional as well as finite dimensional). 
This work is a natural extension of the study conducted by 
Gruber and Lenczewski.4.5 Thus the results contained there­
in will be basic for the analysis that is carried out in this 
paper. Moreover, the modules considered previously4.5 turn 
out to be incorporated into the present study as special cases. 
Therefore to a great extent we tried to use the same notation, 
although in several places it has been changed to avoid con­
fusion. 

In Sec. II we define the Poincare algebra and introduce 
the raising and lowering operators. 

In Sec. III we define the universal enveloping algebra of 
g;, ~ ( g;) = ~ + ~ _£", as a regular left g; module. The 
induced modules ~ +(r) (the analogs ofVerma6 modules 
of semisimple Lie algebras) are explicitly derived in the 
Poincare-Birkhoff-Witt (PBW) basis. Although the PBW 
basis seems to be very natural, a basis more useful in physical 
applications, especially in the case of the chain 
so(3) Cso(3,1) Ciso(3,1), is an angular momentum basis5 

(AMB). Therefore we need to introduce an AMB to the 
formalism. 

In Sec. IVa certain AMB is defined. It turns out that it is 

not unique (in opposition to the Lorentz algebra case5 or 
some less general modules of the Poincare algebra4). We 
choose a certain energy-cyclic AMB which allows us to ob­
tain the modules ~ + (r) in a closed form. 

In Sec. V we give explicit formulas for ~ + (r) in the 
energy-cyclic AMB mentioned above. They are derived by 
using the induction method. Modules ~ + (r) turn out to be 
indecomposable for all rE(;Z. Each ~ + (r) forms, in fact, a 
composition series. Moreover, when treated as a vector 
space, it can be written as 

~+(r)= I ~~ 
M.mEN 

m<M 

such that each ~ ~ is a Verma .!f module. The module 
~ + (r) can be viewed as a sum of interacting Verma .!f mo­
dules. 

In Sec. VI we give some examples of finite-dimensional 
indecomposable modules as quotient modules of ~ + (r) 
[or its extension ~ + (r)] for certain 2rEl? Bases for the 
modules of dimensions 4, 5, 7, 8, 8/ (two different eight di­
mensional ones) are given as well as their so(3) Cso(3,l) 
decomposition. Thus we identify all but one of the finite­
dimensional indecomposable modules of dimensions less 
than 9 according to their recent classification for low dimen­
sions. 7 

The main result of this paper (contained in Sec. V) is of 
significance in its own right taking into account that the 
analogous result for the Lorentz algebra5 reproduced the 
Gel'fand-Naimark8

•
9 representations as a special case. At 

the same time it provides an important step forward in our 
quest for a unified approach to finite-dimensional indecom­
posable modules of g; . 

In the sequel we use the abbreviations introduced above 
as well as the following: inf(fin)-in(ir)-mod [infinite(finite) di­
mensional indecomposable (irreducible) module]. All alge­
bras are considered to be over C. For general references one 
is referred to HumphreyslO and Dixmier." 

II. PRELIMINARIES 

The defining relations for the Poincare algebra g; are 
usually given as the following set of Lie products: 
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[P/L'PY] =0, 

[M/LY' Pa ] = i(g/LaPy - gyaP/L) , 

[M/LyMaf3 ] 

= i(g/La M Yf3 - gyaM/Lf3 + g/Lf3May - gYf3Ma/L) , 

(1) 

where M/LY' Pa represent infinitesimal generators of rota­
tions and translations, respectively, in the four-dimensional 
Minkowski space [,u,v,aE{0,I,2,3}and g/LY = diag( - 1,1, 
1,1) ]. In our formalism it appears to be necessary to intro­
duce another basis for glI, consisting of root vectors, vectors 
corresponding to positive roots (raising operators), and vec­
tors corresponding to negative roots (lowering operators). 
The root vectors span the Cartan subalgebra of glI, i.e., the 
nilpotent subalgebra that equals its normalizer in (it is equal 
to the Cartan subalgebra of .!L"). They can be chosen as 
h3 = MI2 and/3 = - iM03 • Raising operators (with a sub­
script + ) and lowering operators (with a subscript - ) can 
be chosen as 

h+ = M 23 + iM13 , h_ = M23 - iM13 , 

1+ = - M02 - iMoI , 1- = M02 - iMoI , 

k+ = PI - iP2, k_ = PI + iP2 , 

r + = P3 + Po, r - = P3 - Po . 

(2) 

The advantage of using this basis stems from the fact that all 
structure constants lie in 1: as can be seen below. In the mod­
ules investigated by Lenczewski and Gruber4 the following 
basis was used: p+ = if+,p- = if-,P3 = ih and k3 = P3, 

ko = -iPo' 
Introducing r + and r _ allows us to extend the modules 

obtained therein as will be seen throughout the paper. For 
notational convenience we are going to use f!Il to represent 
so (3) and Y to represent the <t:::-linear subspace spanned by 
1+,1-,13 (boosts). Clearly, Y is not a subalgebra of glI 

contrary to % and .!L". 
Using the above notation one can derive the following 

commutation relations in the new basis: 

[f!Il,f!Il] 

[Y,Y] 

[f!Il,Y] 

(3) 

[Y, %] 

[f!Il, %] 
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III. INDUCED MODULES CZr +(r) IN THE PBW BASIS 

We come to the main object of interest: the universal 
enveloping algebra (UEA) of the algebra glI, 'fI (glI). It is 
defined as the quotient algebra 'fI (glI) = Y( glI )/J, 
where Y( glI) is the tensor algebra of glI and J is the ideal 
generated by Xl8iy-yI8iX- [x,y], X,YEgli. It is well 
known 10,11 that there exists a basis for 'fI ( glI) that consists 
of standard monomials. This is the Poincare-Birkhotf-Witt 
(PBW) basis. 

The left tensor multiplication by glI makes out of 
'fI (glI) a regular left module. Various quotients of 'fI (glI) 

can be considered. For example, for given rEC2 one can de­
fine a module 'fI + (r) as a quotient module 'fI (glI)/';:-, 

where the ideal ,;:- is generated by lowering operators and 
h3 - r I'}; - r 2' Similarly, 'fI _ (r) is a quotient module 
'fI (glI)/ Y where the ideal Y is generated by raising opera­
tors and h3 - r l,}; - r 2• We will restrict our attention to 
modules 'fI + (r) later on giving a connection between 
'fI + (r) and 'fI _ (r) through an automorphism of glI. The 
following relations are obtained on 'fI + ( r) : 

h3x=(r l +n+s+p)X, h+X=X(n+I), 

I+X=X(s+ 1), k+X=X(p+ 1), 

h_X = n( - 2r l - 2p - 2s - n + I)X(n - 1) 

- 2s(v + r2 )X(s - 1) 

- s(s - 1 )X(s + 1, n - 2) + pX(p - 1, v + 1) , 

I_X=s( -2rl-2p-s+ 1-2n)X(s-1) 

+2n( -v-r2 )X(n-I) (4 ) 

-n(n-I)X(s+ I,n-2) +pX(p-I,v+ 1), 

13X= (r2 +v)X+nX(s+ I,n-I) +sX(n+ I,s-I), 

k_X = - sX(s - 1, v + 1) - nX(n - 1, v + 1) 

+ s(s - 1 )X(s - 2,p + 1) 

-n(n-1)X(n-2,p+ 1), 

r_X=sX(s-l,p+ 1) +nX(n -I,p+ 1), 

r+X=X(v + I) -sX(s - I,p + I) + nX(n -I,p + I), 

where X = X(n,s,p,v) = h N+Is+ k P+ rU+ , n,s,p,vEN, and 
only the parameters that are altered by the action of the 
operator on the left-hand side of each equation are indicated. 
The basis elements represent the natural basis induced by the 
PBW basis of the UEA, hence we refer to it also as a PBW 
basis of 'fI + ( r) . 

The above equations show that 'fI + (r) is an inf-in-mod 
for all rEC2

• The value of v does not decrease. Hence, on 
quotients 'fI + (r) / &" where the ideal &, is generated by 
r'+ , one obtains induced relations similar to those exhibited 
by Eq. (4). In particular, if we consider the ideal & I we 
obtain the modules n + (r) (Ref. 4) recently examined. 
Presently, however, the structure under consideration is 
richer and will give new results. The next step consists in 
performing a change of basis from the PBW basis into an 
AMB. 
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IV. AN ENERGY-CYCLIC ANGULAR MOMENTUM BASIS 

In this section we are going to concentrate on finding an 
AMB for W + (r). We will use thefact that [h_, koJ = ° to 
generate an AMB that is energy cyclic. 

To find an AMB we define an 3P-maximal (3P-mini­
mal) vector to be an eigenvector Y of h3 that satisfies 
h+Y=O (h_Y=O). They generate cyclic 3P modules, 
whose bases will span 9 modules W + (r) [w _ (r) J. 

Let '?lI = {Yj, jEJ} be the set of all 3P -minimal vectors, 
where J is a certain index set (or a multi-index set). Then, 
AMB C {h n+ '?lI} = {h ~ Yj, jEJ}.In the case of the Lor­
entz algebra5 or the modules n + (r) of the Poincare alge­
bra,4 AMB = {h n+ '?lI}. However, in W +(r) we have 
AMB=:;f{h ~ '?lI}. In fact, caro(AMB) = No, whereas 
card {h n+ '?lI} = c. This leads to the nonuniqueness of the 
AMB. In this paper we shall choose an AMB which is energy 
cyclic. 

One arrives at the following form of minimal vectors: 

{YNM } = { I C~MX(N-S-P'S'P'M-P)}' 
s+p<.N 

p<.M 

where N;;.O, M;;.O, and h3YNM = (rl + N) YNM . The con­
stants C~M satisfy the following recurrence relation: 

(N - S - p)( - 2rl - P - S - N + 1 )C~M 

- 2(M + r 2 - p) (s + l)c~:I,P 
- (s + 2)(s + l)C~:2,P - (p + 1 )C~:_I = 0. (5) 

Because of the abundance of solutions of the recurrence 
relation we need to choose certain representatives of the sets 
of 3P -minimal vectors in the form given. Weare going to do 
it in a fairly natural manner. We will try to reduce the prob­
lem to the Lorentz algebra case (where the solutions are 
unique and generate the bases of .!£ modules) in a sufficient 
number of cases to generate the whole set of 3P-minimal 
vectors that will be needed by applying the energy operator. 

Let us set M = ° first. This is the prototypical Lorentz 
algebra case. We obtain the following recurrence relation: 

(N - s)( - 2r I - S - N + 1 )c~O - 2r 2 (s + 1 )c~2 1,0 

- (s + 2)(s + 1)c~22,o = 0. (6) 
I 

Then Y NO can be given as 

YNO = I c~OX(N - s,s,O,O) (7) 
s<.N 

and the constants c~O can be uniquely determined. Their 
explicit form is fairly complicated and will not be needed in 
the sequel since our derivation of the modules W + (r) in the 
new basis proceeds by induction. 

Let us set N = ° now. Then the only possible 3P-mini­
mal vector is X(O,O,O,M) (up to a constant factor, of 
course). Thus we let 

YOM =X(O,O,O,M) . (8) 

Now, if N =:;fO and M =:;fO then the solutions for 3P-minimal 
vectors span at least a two-dimensional vector space. We 
choose the representatives of the sets {Y NM } in the following 
way: 

YNM = IC~MX(N -s,s,O,M) , 
s<.N 

with C~M satisfying the recurrence relation: 

(N-s)( -2rl-s-N+ l)c~M 

- 2(M + r 2 )(s + l)C~:I,O 
- (s + 2)(s + l)C~:2,O = ° . 

(9) 

( 10) 

Thus Y NM have exactly the same form as Y NO except that r 2 

is replaced by r 2 + M. Hence we will obtain in this manner 
3P-minimal vectors for .!£ modules. 

Other 3P-minimal vectors are defined inductively using 
the energy operator as the generator. Thus we obtain the 
following set of 3P-minimal vectors: 

Y~M = YNM , Y~M = (2iko)mY~,M_m' (11) 

where m<min (N,M) , Now, 

AMB = {h ~ Y~M = Y;'~ , n,m,N,MEN, 

m<min(N,M)} , 

We call the above four parameter basis an energy-cyclic 
AMB since it is generated by the energy operator ko' This 
basis will allow us to obtain the modules W + ( r) in a closed 
form. 

V. MODULES W +(r) IN AN ENERGY CYCLIC ANGULAR MOMENTUM BASIS 
In this section we shall present the main result of this article. It will consist of the formulas for the modules W + (r) in the 

basis defined in Sec. IV. They are obtained by the induction method and their derivation involves fairly extensive calculations. 
One obtains 

h+ Y;'~ = y;.tI,m , 
h_Y;'~ = nF;'Y;'MI,m, 

h3Y;'~ = G;'Y;'~, 

f Y nm _(N-m+l)ynm (m )yn,m-I fJ yn+I,m 
+ NM - N + 1 N + I,M + N + 1 N + I,M + NMm NM 

f ynm _ (n(n - l)(N - m + 1) )yn-2,m + (_ n(n - 1)m)yn-2,m_1 + nFnfJ yn-I,m 
- NM = N + 1 N + I,M N + 1 N + I,M N NMm NM 
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+ nF')yf3 ;'Mm rj'IM1,m-l - F')y(F')y + 1 )aNMm Y')ym_ I,M - F')y(F')y + l)a;'Mm Y~~l)1" , 

f ynm =(n(N-m+l»)yn_l,m +(~)yn-l,m-l+Gnf3 ynm 
3 NM N + 1 N + I,M N + 1 N + I,M N NMm NM 

+ G ')yf3 ;'Mm y')y~ - F')yaNMm y')y ~ \',~ - F')ya;'Mm y')y ~ li,~ - I , 

koY')y~ = ( - i/2)Y~,~~\ , 

k ynm _( n )yn-l,m+l +( n )yn-l,m +IGnf3TT yn,m+l 
3 NM- - 2(N+l) N+l.M+l 2(N+l) N+l,M+l '2 N NMm N,M+l 

k ynm _(_ 1 )yn,m+l +( 1 )ynm +IRTT yn+l,m+l 
+ NM- 2(N+l) N+l,M+l 2(N+1) N+l,M+l 'jf-'NMm N,M+l 

k ynm =(n(n-l»)yn_2,m+l +(_ n(n-l»)yn_2,m +lnFnf3TT yn-l,m+l 
- NM 2(N+l) N+I,M+I 2(N+1) N+l,M+l 2 N NMm N,M+l 

+ !nF')yf3f,Mmy')y7,/+ml -W')y(F')y + l)a~Mmy~~t.l1"+1 -W')y(F')y + l)af,Mm Y ')y"'-I,M+1 , 

(16) 

(17) 

(18) 

(19) 

(20) 

(21) 

where the coefficients G ')y, F')y, f3NMm' f3 ;'Mm' f3 f,Mm, f3 ;';Mm' a NMm , a;'Mm, af,Mm' a~Mm are given below as functions of r: 

N(2r l +N+m-2)((rl +N-1)2- (r2+M-m)2) 
a NMm = 2 ' (rl+N-l) (2rl+2N-3)(2rl+2N-l) 

a f,Mm = _N--,(...:..( r--,-l +-'----N_-_2.-:...)_----.:.( _r.=...2 --.;,+_M_-_m.-:...).!..!.)(..:...( r_1!-o+..:....-N_-_l...:..)_-----'...( r--'2=--+-'----M_-_m----C.-"-) ) 

(r l +N -1)2(2rl + 2N - 3)(2r1 + 2N-1) 

j mN((r l + n - 2) - (r2 +M - m»)((r1 + n -1) - (r2 +M - m») 
a NMm = (r j + N - 1)2(2rl + 2N - 3)(2r J + 2N - 1) , 

TT N((r j +N-l)2-(r2+M-m)2) 
a NMm = (r J + N - 1)2(2rl + 2N - 3)(2r J + 2N - 1) , 

f3 _(r2+M-m)(r J +m-l) 
NMm - (r j + N)( r J + N - 1) , 

(r j +N-l)-(r2+M-m) 

(r j +N)(r j +N-l) 

m( (r J + N - 1) - (r 2 + M - m») 
(r) +N)(r) +N-l) 

r2+M-m f3 ;';Mm = ---.::.......:------
(r) + N)( r) + N - 1) , 

and G')y=r)+N+n,F')y= -2rj-2N-n+1. The 
notation that we used in the above formulas is not accidental. 
Thus the arrows correspond to the action of the operators 
that increases or decreases values of m and/or M. Those are 
the indices that are implemented by the Poincare algebra. 
Hence their interpretation is given below: 

! - m ..... m - 1, 

t - M ..... M + 1, 

n -m ..... m + 1, M ..... M + 1. 
One has to add one more condition on Eqs. (12)-(21). 
Namely, in the right-hand sides of all equations we define 

(22) 

Let us recall that the basis Y ')y~ has been defined for 
n,m,N,MEN and m<;min(N,M). The artificial condition just 
given can be treated as a "boundary condition" that enables 
us to write all the equations in a closed form. The way in 
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'which the matrix elements in Eqs. (12)-(21) are factored 
follows from the embedding chain so(3) Cso(3,1) Ciso(3,1). 

Let us discuss now the most important features of the 
modules ~ + (n exhibited by Eqs. (12)-(21). 

(A) Define ~~ = {y')y~, n,N>O, N>m} , whereM>m. 
Then each ~ ~ is a Verma Y module that is either an inf-in­
mod or an inf-ir-mod depending on the value of r. Let us 
treat ~g as a prototypical Y module. Here ~g is the mod­
ule that would be obtained if one considered the enveloping 
algebra of Y. It is essentially the same module that was 
considered5 in the case of the Lorentz algebra. Then, ~~ 
becomes ~ g defined in terms of starred objects: 
rf=rl+m, r!=r2 +M-m, N*=N-m, 

y*nm _ NM' 1 ynm if N #0. 

{

ynm if N=O, 

NM - (N _ m + 1)" . (N _ 1)N NM' 
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(B) For each rEC2
, ~ +(r) is indecomposable since 

the value of M never decreases. It is quite clear from Fig. 1 
how submodules, quotient modules, and subquotient mod­
ules can be defined. 

(C) The sum ~g + ~: + ~~ ... is a quotient module 
and is essentially the same module as n + (r) recently4 ex­
amined. Thus the study conducted previousll·5 is a special 
(and very illuminating) case of the results contained in this 
paper. 

(D) Equations (12)-(21) can be extended to all nEZ. 
The extended vector spaces and modules will be denoted 
with a tilde, i.e., ~ + (r), ~;, etc. 

(E) If 2ra2 one may obtain fin-in-mods (or fin-ir­
mods when trivial on %) of 9 by passing to the quotients. 
The essential features of the procedure are the same as pre­
viously4 studied. The fin-in-mods obtained on quotients of 
the composition series discussed in (C) coincide with fin-in­
mods therein4 contained. New fin-in-mods can be obtained 
as other quotient modules (see Sec. VI). 

(F) The module ~ + (r) goes over into the module 
~ _ ( - r) under the Lie algebra automorphism a: 

a(h3) = -h3' a(P3) = -P3' a(h+)=h_, 

a(h_) = h+, a(p+) =p_, 

a(p_) = p+, a(k+) = k_, a(k_) = k+, 

a(r_) = -r+, a(r+) = -r_. 

(G) It can be seen that the indecomposability of 
~ + (r) essentially follows from the fact that 9 is a semidi­
rect product of % and .Y. Hence the situation is quite dif­
ferent than in the case of .Y itself where passing to the quo­
tients gives5 fin-ir-mods. This observation might be of a more 
general nature and apply to analogous modules of other non-

FIG. I. The module ~ +(r). The action between subquotient modules 
~ ~ is carried by JY or .Sf' as shown above. 
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semisimple Lie algebras that are semidirect products of an 
Abelian ideal and a Levi subalgebra. 

VI. FINITE·DIMENSIONAL INDECOMPOSABLE 
MODULES 

In this section we are going to discuss fin-in-mods of 9. 
They are obtained as quotient modules of ~ + (r) 
[ ~ + (r) ]. One obtains infinitely many such modules. We 
are going to content ourselves with giving only a few exam­
ples. A more systematic treatment goes beyond the scope of 
this paper. 

In general, fin-in-mods are obtained when 2rEZ2
• Then 

some of the coefficients in Eqs. (12 )-( 21) vanish giving rise 
to submodules and hence to quotient modules (finite dimen­
sional). Thus one has to examine the zeros of a, 
a\ aI, a 1\/3, /3 \/3 \/3 11, andF;:", G;:" as well as the sin­
gularities of the former ones for specific values of r. Clearly, 
singularities cannot occur on the quotient modules if one 
wants to obtain meaningful results. The nature of separation 
of submodules from their complements (that is, what is 
worth mentioning, hidden in the PBW basis) is for each 
~; ( ~;) the same and follows the pattern closely exam­
ined5 in the case of the Lorentz algebra (or, simply, ~g). 
The procedure is somewhat geometrical although it is con­
ceivable to look at Eqs. (12)-(21) from the algebraic point 
of view. Thus if we put the basis of ~; on a two-dimensional 
plane with N on the horizontal axis and n on the vertical axis 
we obtain a subset of a Z2 lattice. Two kinds of separation 
lines can be introduced: broken defined by the equation 
F;:" = - 2r l - 2N - n + 1 and horizontal given by N + 

=r2 +M-m-r l +1,N-= -r2-M+m-rl+1. 
One can see that the action of all operators of 9 is within 
each ~; the same and if it amounts to an interaction with 
an adjacent ~;!.;, ~;+ I' or ~; - 1 then it is only modi­
fied by a translation [in other words, under projection onto 
the canonical image of ~ + (.Y) in each ~; it is identical 
for all~;]. 

Let us now present several examples of fin-in-mods ob­
tained as quotient modules of ~ +(r) [~+(r)j. We are 
going to characterize them by giving the value of r, number 
of interacting .Y modules (those are.Y fin-ir-mods), their 
&l C.Y decomposition as well as their bases in the explicit 
form. 

(A) A four-dimensional 9 -fin-in-mod is induced on a 
quotientof~g U ~~ when r = ( -!, - p. The number of 
interacting .Y -fin-in-mods is 2 and the &l C.Y decomposi­
tion is 2 + 2 (two fin-ir-mods, both two-dimensional). The 
basis is given by {ygg ,Y ~} U {Y~, Y bD (we separate the 
bases of interacting modules). The matrix representation is 
of the block form: 

(
0'1 0) 
512 0'2 ' 

where 

O'I(h+)=(~ 

0'1(/+) = (~ 

~) , 

~) , 

Romuald Lenczewski 1241 



                                                                                                                                    

(B) A five-dimensional .9'-fin-in-mod is induced on a 
quotient of ~g U ~: when f' = ( - 1,0). The number of 
interacting 2' -fin-ir-mods is two and the &? C 2' decompo­
sition is 4 + 1 = (3 + 1) + 1. The basis is given by 
{ygg,Y~, y~, y<;g}u{Y7:} . The matrix representation 
can be obtained in a straightforward manner. 

(C) A seven-dimensional .9' -fin-in-mod is induced on a 
quotient of 0g U 0: when f' = (1,2). The number of inter­
acting 2' -fin-ir-mods is two and the &? C 2' decomposition 
is 4 + 3 = (1 + 3) + 3. The basis is given by {y ~ ~ , 
-y - 10 -y ~ 20 -y ~ 30 U {y - 11 Y - 21 Y - 31 } 

10 , 10 , 10 , 11' 11' 11 . 

(D) An eight-dimensional .9'-fin-in-mod is induced on 
a quotient of ~ g U ~: when f' = ( -~, - p. The number 
of interacting 2' -fin-ir-mods is 2 and the &? C 2' decompo­
sition is 6 + 2 = (4 + 2) + 2. The basis is given by 
{ygg, y~, y~, y~, y<;g, y:nu{y7:, Y::}. 

(E) An eight dimensional .9' -fin-in-mod is induced on a 
quotient of ~g U ~7 U ~: when f' = ( - 1,0). The num­
ber of interacting 2' -fin-ir-mods is 3 and the &? C 2' decom­
position is 4 + 3 + 1 = (3 + 1) + 3 + 1. The basis is given 
by {ygg,y~,y~,y<;g}U{yg? ,Yb7 ,Y67}U{Y77}· 

The matrix representation of the above .9' -fin-in-mods 
is of the following block form: 

(
0"1 0) 
£12 0"2 

in the case of two-interacting 2'-fin-ir-mods (A,B,C,D), or 
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(;:2 ~2 
\;13 0 

in the case of three interacting 2'-fin-ir-mods (E). Other 
.9' -fin-in-mods can be obtained in the manner outlined 
above. It is interesting to note that from among all the .9' -fin­
in-mods up to dimension 8, that were classified by Paneitz,7 

all but one have been identified. 

VII. CONCLUDING REMARKS 

We derived the formulas for the induced modules 
~ + (n of the Poincare algebra .9' in an energy-cyclic 
AMB. It turns out that uJ' + (f') is indecomposable for each 
f'E(:? The subquotient modules of ~ +(f') are Verma 2' 
modules. A large family of new .9' -fin-in-mods can be ob­
tained on quotients of ~ + (f') when 2f'E1? Several exam­
ples were given. 

It would be of interest to determine whether other ener­
gy-cyclic AMB's give more suitable bases for physical appli­
cations. The corresponding formulas could be easily ob­
tained through a linear transformation. Also, a more 
systematic approach to .9' -fin-in-mods can be attempted. 

The extensions of ~ + (f') to the scale-invariant algebra 
(.9' extended by dilations) can be obtained without much 
effort. However, it would be interesting to study the exten­
sion formulas for the conformal algebra. 

All of the above matters are currently under investiga-
tion. 
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A systematic procedure is presented to solve analytically differential equations for Grassmann 
variables with the most general nonlinearity. The method consists in the reduction of the 
original equation to its simplest form (normal form). The classes of solvable normal forms are 
determined only by the structure of the linear part of the original equation and are 
parametrized in terms of the number of critical eigenvalues. 

I. INTRODUCTION 

Differential equations involving anticommuting 
(Grassmann) variables (GDE) are often encountered in 
theoretical physics 1-4 due to the fact that the Grassmann 
variables f)i' [f)i ,f)j ] + = a are the classical counterparts 
(Ii ..... a) of quantum fermionic operators ao ar, [aOaj ] + 

= a, [aoa]] + = Mij' For instance, they have been consid­
ered by Casalbuoni4 in the study of the classical mechanics 
for a Bose-Fermi system; by Berezin and Marinov l in the 
context of the supersymmetric treatment of a classical rela­
tivistic free particle which, after quantization, becomes a free 
Dirac particle; and by Olshanetsky,5 who considered the su­
persymmetric version of integrable models by the inverse 
scattering method. Let us note that GDEalso naturally arise 
when we study a quantum Fermi system via the path integral 
in the Bargmann-Fock coherent state representation. In this 
formulation the integral kernel of the evolution operator is 
given by an integral over a Grassmann algebra whose explic­
it calculation leads to the evaluation of the action on the 
classical trajectory satisfying the Grassmann Hamiltonian 
equations (see Appendix C) . 

As another example of GDE we mention the widely 
studied massive Thirring model6 defined by 

. a -
1 ax ¢I = m¢2 + g¢2¢2¢1 , (1.1) 

( 1.2) 

where ¢I' ¢2 are Grassmann fields. This model possesses an 
infinite number of conserved quantities7 and presents soli­
ton-type behavior. Moreover, MorrisS has been able to deter­
mine a Backlund transformation for the anticommuting 
massive Thirring model by generalizing the prolongation 
structure method of Wahlquist and Estabrook9 to Grass­
mann algebra valued differential forms. 

It is the purpose of this paper to study the most general 
GDE in the sense that they are not necessarily derived from 
the variation of an action (as in Refs. 1 and 4) and they 
contain the most general nonlinearity compatible with the 
Grassmann algebra. 

The plan of this paper is as follows: In Sec. II the differ­
ential equations to be studied are presented, together with 
some notation to be used in the remaining sections. For the 

a) Unite Associee au C.N.R.S. 

sake of clarity I will consider here the case of a discrete num­
ber of degrees of freedom (eventually a countable infinity of 
degrees of freedom), with the generalization to the contin­
uous case (Grassmann fields) being straightforward. Sec­
tion III is devoted to developing the normal form method for 
the equations of Sec. II, that is, a method that reduces these 
equations to their simplest form. Finally, in Sec. IV we com­
ment on other classes of normal forms that can be easily 
integrated and on the relation of Thirring-type equations 
with our normal form method. 

II. NONLINEAR GRASSMANN DIFFERENTIAL 
EQUATIONS 

To begin with let ~ be an infinite-dimensional complex 
Grassmann algebra. Let us consider in ~ a family Y of n 
real odd elements depending on a real parameter t: 

Y = {f)i(t);f)i(t) = f)r(t), 

[f)i (t),f)j (t)] + = a, 

\ftE[to, + 00), i,j = 1, ... ,n}, 

where the asterisk denotes the involution operation 10 in ~ 
and [ , ] + is the anticommutator. 

to 
We assume that the elements of Y vary with t according 

~9=L9+N(9) , at 
9(t=to) =90' 

(2.1 ) 

(2.2) 

where 9 is an n-dimensional vector, with 9 = f)iei (sum over 
repeated indices), ei

, i = 1, ... ,n the canonical basis in a vec­
torial space that we call JY'I' Here, L is a real linear operator 
acting on JY'I and N (9) stands for an arbitrary nonlinearity 
which preserves the odd character of (2.1), and therefore 
can be written as 

(1/2)(m-l) 

'" lIPH I) E... . f). f) . .. . f). (23) £.. Tl 1;'1'2" "2j+ I '1'2 '2j+ I ' • 
j= 1 

where cp?H \), i = 1, ... ,n;j = 1, ... ,~(m - 1) belong to JY'I' 
m = n (resp. n - 1) if n is odd (resp. even), and Ei;it i 2

" 'i
2
1+ t 

is totally antisymmetric in the indices ik , k = 1, ... ,2j + 1. 
Note here that if n = 2, there is no nonlinear term since the 
only term available, f)1f)2' is an even element of ~ which is 
notinY. 

Let us remark here that the Thirring model (1.1) and 
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(1.2) can be cast into the form (2.1) by writing ¢I = CPI 
+ icpz, ¢z = t/11 + it/1z, where CPI' cpz, t/11' t/1z are new indepen­
dent real Grassmann fields, and by assuming that these fields 
only depend on a single variable t = AX - A -It, AER 
(Grassmann solitons). 

III. THE NORMAL FORM METHOD 

Let us assume that the spectrum S of L is the union of 
two disjoint parts S = S_ USa' where yES_ (resp. So) if 
Re Y < 0 (resp. Re Y = 0). We suppose that the linear opera­
tor L has nc eigenvalues belonging to So which we call criti­
cal [since they will determine the solvable classes of (2.1) by 
this method], while the remaining eigenvalues Ya' 
a = 1, ... ,M = n - nc (M eventually infinite) are all differ­
ent and have negative real parts. Since L is a real linear oper­
ator the critical eigenvalues can be zero on purely imaginary 
pairs (iUJk' - iUJk ), k = 1, ... ,s. Then nc = 2s + I, where 1 is 
the algebraic multiplicity of the zero eigenvalue. 

In the following we will consider the class of nonlinear 
equations parametrized by s = 1,1 = 1 and it will be proved 
that it can be exactly solved. (Section IV and Appendices B 
and C deal with other classes that can also be treated by the 
method developed in this section. ) 

The method is as follows. According to our assumptions 
~I is the direct sum of two subspaces invariant by L, 
~I = ~ EI1 ~~ , where ~~ is spanned by the vectors 'I/Ia, 
L'I/Ia = Ya'l/la and ~ is the critical space spanned by {<I>l> 
<l>z = <1>, <1>3 = Cj)} such that 

o 
o ) o . 

-iUJ 

(3.1) iUJ 

o 

Let us introduce into Y a new family of odd variables 
{AI,A z =A,A3 =A *,Ba, a = 1, ... ,M} defined through the 
nonlinear change of variables 

3 M 

O(t) = L Ai (t)¢i + L Ba (t)'I/Ia 
i= 1 a= 1 

(m - I)/Z 

+ L O[Zj+ II(Cp (t»), 
j=1 

(3.2) 

where m = n for odd n, m = n - 1 for even n, and e [Zj+ II is 
homogeneous of degree 2j + 1 in the variables {Cp }, where 
Cp =Ap,p = 1,2,3, C3+ a =Ba, a>l, and therefore is of 
the form 

(3.3 ) 

with 

p 

L r i = 2j + 1, riE{O,I}, ij =l-ik , if j=l-k, (3.4 ) 
i= 1 

d O[Zj+ Ih"'r CJ'.?' 11' . . an i,"'i
p 

PEen I tota Y antlsymmetnc III i l " 'ip and 
time independent. 

We look for equations for {A i,B a} of the form 
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aA· 
_I =.lI.A. +![31 +![51 + ... +![ml at lj} I I I , 

a at Ba = YaBa + g~31 + g~51 + ... + g~ml , 

(no sum over a), (3.5) 

where!!rl, g~1 are homogeneous of degree r in {Cp }' 

From (3.2), we have 

ao acp a1 

-=--0, (3.6) at at acp 

where the superscript 1 means that in differentiating with 
respect to Cp we must displace the variable Cp to the left 
before dropping it. 

By replacing (3.2) in (2.1) and using (3.5) and (3.6), 
we obtain, after an identification of each order in {Cp }, a 
hierarchy of equations for e [rl, r = 3,5, ... ,m. For r = 1, we 
obtain 

.lIijAj <l>i + YJ3BJ3'1/1J3 = L(Ai<l>i + BJ3'1/1J3) , (3.7) 

which is an identity due to (3.1) and L'I/IJ3 = YJ3'1/1f3. 
At order r> 3 (odd r), we obtain the following homo­

logical equation II: 

2"o[rl = (..w' + YJ - L)o[rl 

where 

and 

a1 

..w'=.lIA-
I) } aA

i 
' 

r= 3,5, ... ,m, 

r-2(a )[SI al 
I[rl = N[rl(O) - L - C

p 
-- o[r-s+ 11. 

s= 3 at acp 

If r = 3 the last term in (3.10) is absent. 

(3.8) 

(3.9) 

(3.10) 

Let us look now at the structure of the space in which 
(3.8) is written: It is the tensor product ~ = ~I ® ~z 
®~3' where ~z (resp. ~3) is generated by monomials 
constructed from the variables Ai (resp. Ba)' Therefore ~ 
is an orthogonal sum of 2" -invariant subspaces. 

N=r 

~= EI1 EI1 ~1r-NI®~~NI® (~EI1~), 
r = 3.5 •... ,m N = 0 

( 3.11) 

where ~~NI is generated by A ~'A ;2A ;3, };;= I ri = N,,;;,3, ri 

do, I}, if N > 3 ~~N I is empty, and ~1r - N I is generated by 

B ~" ··B ';;, };~ I ri = r - N, riE{O, I}. 

as 
We now introduce a scalar product in ~Z' ~3 defined 

(!I'/Z> = J exp( - i~. crCi)!I(Cj )!!(C) 

XdC; dCp '" ·dC;.dCp • , (3.12) 

where p' = 3, p" = 1 for ~Z' and p' = M, p" = 4 for ~3 
[note that (3.12) is a multiple Grassmann integral defined 
in the Berezin 10 sense] . We define the scalar product in ~ as 

(, >JV' = (, >$", (, >$"2 (, >JYJ ' (3.13) 

where ( , > $", is such that the eigenbasis is orthonormal. 
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It is easy to see now that .le is a linear noninvertible 
operator acting on Yr and therefore (3.8) will have no solu­
tions for o[r[ unless K[r] is orthogonal to the null space of the 
adjoint of .le in the scalar product (3.13). This solvability 
condition will determine the unknown functionsf)r], g~] in 
(3.5) in such a way that Eq. (3.8) can be solved for o[r]. We 
note thatf)r] , g~] (resp. o[r]) are determined modulo terms 
in Ran .le (resp. Ker .le). We choose to make a minimal 
prescription such that all these gauge terms are taken to be 
zero. [Obviously the original solution o (t,to) of (2.1) will 
not depend on this choice. ] 

At this point it is worthwhile remarking that the opera­
torsA j, a llaA j (resp. B a , a IlaBa ) are adjoint to each other 
in the scalar product (3.12) and thatthey satisfy (aT = A j , a j 

=a1laAj,b! =Ba,ba =a1laBa ) 

(3.14) 

i.e., they are Fermionic creation and annihilation operators 
in the Fock spaceYrz (resp.Yr3) [Eqs. (3.14) showthat.le 
is the Fermionic version of the homological operator intro­
duced by Arnol'd ll

] and, for instance, we can write the gen­
erators of Yr~N], Yr1r - N] as 

h,rZ,r3 ) = (at )'1 (a! )'2(al )"10), 10) = 1, 
3 

L rj = N, rjE{O, I}, 
j= I (3.15) 

Irl, ... ,rM ) = (b!)r1"'(bL)rMI0), 

M 

L rj = r - N, rjE{O,I}, 
;= I 

which are obviously orthonormal. 
Therefore the adjoint of.le in the scalar product (3.12) 

reads as 

t _ - al 
- al 

t .le -.lfijAj-+YaBa--L , (3.16) 
aAj aBa 

where L t is the conjugate transpose of L: L t = L I. 

It is not difficult to check that the null space of .let in Yr 
is generated by (provided the set {Ya} satisfies the nonreso­
nant condition Ya #~a'E6 U a" 'Vac{ - 2, - 1,1,.,.,M}, 
U a, = {u_z = iw,u_ J = - iw,Ya'}) 

{AIAzA3~I,BaAzA3'¢a' a = 1, ... ,M}. (3.17) 

It is worth noting that although vectors of the form Xa 

= BaA IAzA3'¢a do satisfy .letXa = 0, they are not included 
in (3.17) since they do not belong to Yr (they are even ele­
ments in f1). 

Therefore we have the following solvability conditions: 

(flr],AIAzA3)JF2®JF} = (I[r],AIAzA3~I)JY" 

(g~],BaAzA3)JF2®';y'} = (I[r],BaAzA3'¢a)JF' a = 1, ... ,M. 

(3.18 ) 

Consequently we conclude that we can takef~r] =f1r] = 0, 
fIr] = g~] = 0, for r> 3, and 

113
] = (N[3](0),AIAzA3~1),;y'AIAzA3 = kA IA zA3' 

g;}] = (N[3] (0),BaAzA3'¢a ).;y'BaAzA3 = k aBaA zA3 . 
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(3.19 ) 

We remark that k, ka in (3.19) are totally determined 
sinceN(3](O) only depends on 0[1] =Aj~j + Ba'¢a· 

Having completely determined the functionsf)r] , g~] in 
such a way that (3.8) can be solved for o[r], and noting that 
I[r] only depends on O[s] for s<r, we see that (3.8) can be 
solved by recursion in r. [In Appendix A it is shown how to 
solve Eq. (3.8).] 

Thus we have finally derived the normal form equations 
for{Aj,Ba }. By using (3.18) and (3.19) in (3.5), we obtain 

aA I = kAJAA *, aA = iwA aA * - _ iwA * 
at at' at - (~.20) 

aBa 
-- = Ba (Ya + kaAA *), a = 1, ... ,M. 

at 
[Note that k, ka are complex numbers since A t = A I' 
B: = B a , (AA *)* = -AA * (sinceA,A *anticommute).] 

Once Eq. (3.8) has been solved for o[r], the original 
vector O(t) is obtained through (3.2); if one evaluates this 
expression at t = to, one obtains a relation between 00 and 
{A j (to),Ba (to)}, which can be solved for {A j (to),Ba (to)}, 
determining in this way the initial conditions for (3.20) as 
functions of the original initial conditions. In short, {A j (to), 
Ba (to)} can be completely determined from the knowledge 
of 00 , 

Equations (3.20) are easily solved and we obtain 

A (t) = ejw(t - lolA (to), A *(t) = e - jw(t - lolA * (to) , 

(3.21 ) 

Ba(t) =eYa(t-
Iol(1 +ka(t-to)A(to)A * (to»)Ba (to) . 

By replacing (3.21) back into (3.2) we obtain the solution of 
(2.1) and (2.2). Let us remark that one can formally obtain 
from (3.20) the case when So is empty by putting A = A * 
= A I = 0; then the original problem is reduced to the linear 

equations, 

(3.22) 

We finally note that the solvability conditions have a 
simple interpretation in terms of particle physics: Ker .let is 
generated by vectors X = XI~I + Xz~z + X3~3 and 
Y = Ba Ya '¢a (no sum over a) such that XEKer 
(J?lt - .let) and YEKer J?lt, which means that they satisfy 
(J?lt = - J?I) 

! J?lXj = 0, ! J?lXz =! X z, ! J?lX3 = -! X 3, 

! J?lYa = 0, a = 1, ... ,M. (3.23) 

By writing! J?I as 

(3.24) 

whereA,3 is the diagonal Gell-Mann matrix diag(O,I, - 1), 
we easily see that! J?I is one of the diagonal generators of the 
Cartan subalgebra of color SU (3) [ ! J?I = 13 is also one of 
the generators of the isospin subgroup of SU (3) ]. Therefore 
X can be regarded as a quark triplet with components 
(s,u,d). It follows that the solvability conditions project Eq. 
(3.8) on the! -isospin plane (u,d). 

Christian E[phick 1245 



                                                                                                                                    

IV. GENERAL COMMENTS 

Let us finally mention that besides the class of equations 
studied here [s = 1, 1 = 1] and the trivial case when So is 
empty, there are other classes that can also be treated and 
solved by the method presented here in a straightforward 
way. These are the following: 

[s = 0, 1 = 1], J = (0); (4.1) 

[s=O, 1=2], JI={~ ~} or Jz={~ ~}; (4.2) 

[s=l, 1=0], J3={i~ _OiuJ (4.3) 

[, ~ 0, / ~ 3], J ~ {~ ~ !} 
0' J~Vo ~} m J~LJ'o ~}; (4.4) 

[s = 1, 1 = 2], J = {J3 JI} or J = {J3 JI}. (4.5) 
J I J I J I Jz 

For other classes with more complicated matrices J, al­
though the method does not give directly the solution to 
(2.1), it allows us to write (2.1) in its normal form, which 
means in its simplest form (with the least number of nonlin­
ear terms) the solution can be found either by inspection or 
by developing new methods such as Backlund transforma­
tions or inverse scattering methods applied to GDE. 

It is also interesting to remark that if we consider the 
case when 

J={J3 JI} 
J I J3 

and we apply the method presented in Sec. III, we obtain a 
normal form equation for the critical variables, which is ex­
actly the anticommuting massive Thirring model when writ­
ten in terms of the variable f = /Lx -/L -It, i.e., the normal 
form equations read as 

i %t tPl = wtPz + g tPTtPztPl , 

i %t tPz = WtPl + gtPftPltPz , 

aDa 
Tt=Da(Ya +Da(tPTtPz+tPftPI) 

(4.6) 

Therefore we conclude that the Thirring model is a universal 
equation for all the nonlinear Grassmann differential equa­
tions parametrized by [s = 2, 1 = 0], in the sense that for 
times t~SuPa RelYa I-I, all the dynamics is governed by 
this model (see Appendix B). 

Let us note that rigorously speaking the different classes 
of GDE should also be parametrized by a third integer ell 
(the codimension in the language of bifurcation theory) 
which counts the minimum number of parameters needed to 
unfold the critical situation. For instance, the matrix J stud­
ied here has e = 2. With the last remark in mind, it is clear 
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that in a zero-parameter class of Eq. (2.1) the generic situa­
tion to be found is the case when So is empty. 

Finally, let us comment on possible generalizations of 
this work. One possibility is to extend the present method to 
a supersymmetric classical system described by the action 

i
'f 

S = dt dOl d02( - ict>jD I D2ct>j - U( ct») , 
" 

(4.7) 

where D I , D2 are supersymmetric covariant derivatives: 

(4.8 ) 

where U(ct» is the superpotential and ct>j,j = 1,2, ... , is a set 
of supervariables, 

ct>j = epj (t) + iBth (t) + ! BOep; (t), 

- (0 1) 
0= 0 'Yo, Yo = _ 1 ° ' ( 4.9) 

where epj' ep; are commuting variables and th is a two-com­
ponent Majorana spinor. 

The classical mechanics of our system is given by an 
action obtained from (4.7) after integration over 01, O2 : 

S' = ff dt( - iepjq;j + tf;;ih + U(epj,tf;)) , (4.10) 

where an overdot stands for the time derivative. 
Variation of S ' leads to nonlinear differential equations 

coupling commuting and anticommuting variables. In par­
ticular, by using the method of Sec. III, we arrive at an equa­
tion like (3.8), but where the operator :f is replaced by a 
super homological operator !f which contains both bosonic 
and fermionic creation and annihilation operators. The 
structure of Ker !ft is much more complicated than in the 
case considered here and therefore the classification of solv­
able classes or classes reducible to simple normal forms be­
comes much more complex (details of the normal form 
method for a supersymmetric classical mechanics will be 
given elsewhere). 
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APPENDIX A: SOLUTION OF THE HOMOLOGICAL 
EQUATION 

Here we show how to solve Eq. (3.8) for the Grassmann 
vector 9[rJ, r = 3,5, ... ,m. For simplicity we consider the case 
M = 1 which will suffice for understanding how the solution 
mechanism works for M> 1. 

We start by decomposing N(O) in Eq. (2.1) as 

N(9) = NI (9)c!>1 + N z(9)c!>2 + N 3 (9)c!>3 + N4 (9)l)J, 

(AI) 

where 

Ni (9) =ki;i,i2i30i,Oi20i3' i= 1, ... ,4, (A2) 

and ki;i,i2
i3 is totally antisymmetric in il> i2, i3. 
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For M = 1, Eq. (3.8) reduces to the equation for 0[3]: 

(
. (A J' A J') B J' )0[3] IUJ 2--- 3-- +r --L u 

JA2 JA3 JB 

= N[3](0) - kAIA~3<1>1 - kIBA~3'¢' (A3) 

where use has been made of (3.10) and (3.19). 
We note that N[3](0) only depends on 0[1], which is 

known by construction [Eq. (3.2)) and is given by (AI) 
when we replace 0i by PiAi,Pi = (eo<l>i)' i = 1,3, and 04 by 
P4B,P4 = (e4 ,,¢). We obtain 

N[3](0) =N\3]<I>1 + NP]<I>2 + NP]<I>3 +NF]'¢, (A4) 

where 

NP] = aiAIA~3 + biBAIA2 + ciBAIA3 + diBA~3 (A5) 

and the constants ai, ... ,di are functions of Po kiNzi3 [a l = k, 
d4 = kl by the solvability conditions (3.18)). 

Now writing 0[3] as 

0[3] = 0 \3]<1>1 + 0 13]<1>2 + 0 ![3]<I>3 + o 13],¢ (A6) 

and using (A3), we arrive at the following: 

iiJO \3] = B(b IAIA2 + cIAIA3 + dIA~3) , 
(iiJ - iUJ)8 13 ] = N P] , 
(iiJ - r)O P] = a~)A~3 + b4BAIA2 + c4BA IA3 , 

where 

iiJ = iUJ(A2 L - A3 L) + rB~. 
JA2 JA3 JB 

(A7) 

(A8) 

(A9) 

The solutions of Eqs. (A7)-(A9) are obtained by ex­
panding 0 \3], 0 P], 0 P] in terms of monomials of degree 3 in 
(A 1.A2.A3,B) and comparing the coefficients of each mono­
mial in both sides of (A7)-(A9). We obtain 

0[3] =B(_b_I_ A A +_c_I_ A A + d l A A) 
I + . I 2 . I 3 ~3 , 

r lUJ r - IUJ r 
(AIO) 

B (
b2 A A C2 d2 ) + - I 2+ . AIA3 +--.-A~3 , 
r r - 2lUJ r - IUJ 

(All) 

o P] = - (a4/r)A)A~3 + (B /iUJ)AI (b4A2 - c4A3) . 

(AI2) 

The above expressions completely determine the nonlin­
ear change of variables (3.2) which, together with (3.21), 
give the complete solution of Eq. (2.1). 

APPENDIX B: THE THIRRING MODEL AS THE NORMAL 
FORM [s=2, 1=0] 

Here we prove that the Thirring model is the normal 
form for the class parametrized by [s = 2, 1=0). 

We assume that t~ SUPa Relra 1- \ which means that 
we are in the asymptotic regime, where all the variables Ba, 
a = 1, ... ,M, have relaxed to zero and the dynamics is solely 
described in terms of the critical variables (A I' A f,A 2 ,A !). 
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In this regime, Eq. (3.8) reads as 

jPo[r] = (.lJ A ~ - .lJ)o[r] 
IJ I JA. 

J 

= I [r] - flr]<I>i = K[r], r = 3,5, ... m. (Bl) 

To satisfy the solvability condition K[r]ERan jP, it is 
sufficient to choose flr]<I>i in Ker jP tCa¥') ®a¥'1r], or 
equivalently, F = ~r ~ 3.5, ... m flr]<I>i in Ker jP t Ca¥'l ® a¥'2: 

( U t ) .A. ~ - .lJt)F = o. (B2) 
Ij J JAi 

By introducing an auxiliary parameter 7, Eq. (B2) can 
be cast into the form 

~ e- Jtr F(eJtrA) = 0, A = Ai<l>i' 
d7 

from which we deduce that 

F(eJtr A) = eJtr F(A) . 

For the class [s = 2, 1= 0], JJt is given by 

o 
+iUJ 
o 
o 

o 
o 

- iUJ 

o 
~), 

IUJ 

(B3) 

(B4) 

(B5) 

and therefore (B4) tells us that F is invariant under two 
independent rotations by UJ7 in the planes (AI.A n, 
(A 2 .A !). Employing the above invariance and assuming 
that the original system is T invariant [which means that if 
o (t) is a solution of (2.1) then 0* ( - t) is also a solution of 
(2.1)), we obtain 

FI = igA !A~I' F2 = Ff, 

F3 = igA fAIA2' F4 = FT, 
(B6) 

where g is a real constant. Making now the change of vari­
ables 

(B7) 

we arrive at the following normal form for the class [s = 2, 
1=0): 

1 JqJI g * iTt = UJqJz + ""2 qJ z qJZqJI , 

(B8) 
I JqJI g * iTt = UJqJI +""2 qJ I qJlqJZ' 

which is nothing but the Thirring model for Grassmann soli­
tons8 if we identify UJ with the soliton mass and t with an 
appropriate variable defined in a comoving system with the 
soliton. 

APPENDIX C: SOME PHYSICAL APPLICATIONS 

We show here the application of the method presented 
in Sec. III to some physical examples. Let us consider a 
quantum Fermi system described by a normal ordered Ham­
iltonian H(a],aj,t). By working in the fermionic coherent 
state representation of Bargmann-Fock, we obtain that the 
integral kernel of the evolution operator is given by the 
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Grassmann integral, 

U( () iv) ,tf ;() j~;) ,t;) 

= f !2J«()i'()j) 

x exp( + «()jV)()j<f) + ()j~;)()j(i» + is), (Cl) 

where 

S = Itf dt (~ «() iej - e j*()j) - h «() j*,()j,t)) 
ti 21 

(C2) 

and h is the classical value of H when we replace the opera­
tors aJ, aj by the Grassmann variables () i, ()j. Explicit eva­
luation of the functional integral in (Cl) leads to the evalua­
tion of the action S on the extremal trajectory, satisfying the 
classical equations of motion (Hamilton's equations): 

1· J'h 
-(). =- (C3) 
i} J() * ' 

} 

J...- e* = J'h (C4) 
i j J()' 

} 

Next, we illustrate the normal form method in three 
examples involving Hamiltonian GDE. 

Example 1: Let us consider the class parametrized by 
[s = 1, 1= 0]. Its Jordan matrix reads as 

.11 = (iW . ). 
-IW 

(C5) 

For times t>suPa Relra I-I the asymptotic dynamics is 
described only by two variables A I' A f. Since the only avail­
able nonlinearity is even, we readily conclude that the nor­
mal form is linear: 

Al = iwA I (C6) 

and corresponds to the classical equation of motion of a par­
ticle with spin- ! and magnetic moment J.l submitted to the 
action of a constant magnetic field B z (w = J.lB z ). The 
quantum and classical Hamiltonians are 

H=BS = 1 liB (ata-aat ) Z z 2r' z , 

h =J.lBz(A fAI -!). 
(C7) 

(C8) 

Example 2: We consider two deuterons with an isospin­
isospin type interaction. The quantum Hamiltonian reads 
Uz=l) 

wherep;,p; (n;,n;) are Fermionic creation and annihilation 
operators of proton (neutron) states and the isospin opera­
tors 11,1 2 are given by 

II = a;(O'I)ijaj , 12 = b ;(0'2)ijbj (ClO) 

(0' are the Pauli matrices and a l = PI' a2 = n l , b l = P2' 
b2 = n2 ). Here, H in (C9) commutes with the charge 
Q = piPI + PiP2 and the baryon number B = piPI + pIp2 
+ n r n) + ni n2• We will prove that any term added to H 

that breaks the Q-B conservation laws is an irrelevant or 
gauge term since its classical counterpart can be completely 
eliminated from the classical equations of motion (C3) and 
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(C4) and therefore the evolution operator (C 1 ) will remain 
unaffected by the nonphysical term. 

For simplicity we consider the Hamiltonian H + H', 
where 

(Cll) 

The classical Hamiltonian equations read as (PI-+()I' 
n I -+ ()2' P2 -+ "I I' n2 -+ "12) 

(lIi)e) = WI()I + g(2()2TJ!TJ) + ()) ("If "II - TJ!TJ2») 

+A()I(TJITJ2 + TJ!TJn , 

( 1/i) e2 = W)()2 + g(2()ITJf7J2 + ()2 (TJ!TJ2 - "If "I 1»), (C 12) 

(1Ii)1]1 =W2TJI +g(2TJ2()!()) + TJ)«()f()1 - ()!()2») 

- A() f()ITJ! , 

(1/i)1]2 = W2TJ2 + g(2TJI() f()2 + TJ2«()!()2 - ()f()I») 

+ A() f()ITJf . 

We note that Eqs. (C 12) correspond to the class [s = 4, 
1= 0] with Jordan matrix.ll = diag(D,pD,pD,2,D,2), with D,j 
= diag(iwj , - iwj ), j = 1,2. Following Sec. III and using 
the invariance property (B4) we conclude that there exists a 
nonlinear change of variables «();, "I; ) -+ (A;) such that the 
equations of motion in the new variables contain only non­
linear terms equivariant under the one-parameter Lie group 

generated by .lit: e- Jtr
• We easily see from (CI2) that the 

nonlinear terms with g in factor respect this symmetry while 
those with A in factor break it and therefore can be eliminat­
ed. 

Example 3: We consider two interacting fermionic oscil­
lators with Hamiltonian 

H = ± (!:!..L (a!ak - akal) + ~ (b lbk - bkb!) 
k~ I 2 2 

+g It alb!albl). (C13) 

The interaction term has been constructed in such a way that 
H commutes with the SU (3) generators: 

Qa = ! (a! (Aa ) klal - b ! (A:) klbd , 

where Aa are the Gell-Mann matrices. 

(CI4) 

The classical Hamiltonian h reads as (up to a constant; 
a; -+()" b; -+"1;) 

h = w I () t()k + W2TJtTJk + g() tTJt()ITJI 

and the equations of motion are 

(lIi)ej = w1()j + gTJi(),TJ, , 

(lIi)i]j = w2TJj + g() i(),TJ, . 

(CI5) 

(CI6) 

The associated Jordan matrix reads .11 = diag(D,I'D,),D,), 
D,2,D,2,D,2), with D,j = (iwj , - iWj ),j = 1,2, and it is easy to 
see that the Lie group generated by .lit leaves Eqs. (CI6) 
invariant; therefore they are automatically written in normal 
form. In other words, we have proved that the quantum 
SU (3) symmetry induces the classical equivariance under 

eJtr implying the normal form of Hamilton's equations. 
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Lie transformations, similarity reduction, and solutions for the nonlinear 
Madelung fluid equations with external potential 
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The application of Lie-group methods to a system of coupled nonlinear partial differential 
equations representing what is usually called a Madelung fluid is shown. The generating 
operators of the transformation group that depends on five arbitrary group constants will be 
constructed, and all subclasses of systems of ordinary differential equations derived by 
similarity reduction will be presented in tabular form. Two subclasses of physical interest are 
investigated in detail and the similarity solutions are compared with solutions found earlier by 
the application of inverse scattering transform techniques to the cubic nonlinear Schrodinger 
equation. Similarity solutions for the Madelung equations with linear external potential 
rex) = -foX are presented. 

I. INTRODUCTION 

In recent years considerable interest has been focused on 
nonlinear evolution equations and their methods of solution. 
Among the most powerful methods for solving nonlinear 
partial differential equations are the inverse scattering trans­
form technique (1ST) and the Lie-group-based similarity 
method (LSM) originally initiated by Lie l in his classical 
integration theory. The basic idea of Lie's approach is to 
study the invariance properties of given differential equa­
tions under continuous groups of transformations. If the 
most extended Lie group of transformations of a given sys­
tem S is known, then it is possible to construct classes of 
particular solutions, called the similarity solutions of S. 

The LSM seems to be applicable to a broader class of 
nonlinear evolution equations than the 1ST, which has been 
applied intensively to nondissipative, nonlinear partial dif­
ferential equations (NPDE) representing completely inte­
grable Hamiltonian systems.2-6 Solitons are the most promi­
nent examples of nonlinear solutions constructed by the 1ST. 
The class ofIST -solvable NPDE possesses a number of com­
mon properties such as infinite sequences of conservation 
laws, Backlund transformations with associated geometric 
and group theoretical properties,? and Painleve transcen­
dental equations characterized by no movable critical 
points. Relations between solitons and Painleve-type equa­
tions has been pointed out,8.9 and a unified approach to 
transformations and elementary solutions of Painleve equa­
tions has been developed by Fokas and Ablowitz. 1O 

When discussing dissipative nonlinear evolution equa­
tions such as diffusion-type equations II or nonlinear kinetic 
(Boltzmann) equations,12-19 it is seen that 1ST-like tech­
niques do not exist thus far. However, in all these cases,II-16 
the LSM has been applied successfully in order to construct 
similarity solutions. The most prominent examples of these 
types of solutions are the BKW -mode solutions discovered 
by Bobylev18 and Krook and WU 19 and classified in group­
theoretic terms I2.13 by making use of the LSM. 

Motivated by a successful application of the LSM on 
dissipative NPDE, one may ask to which extent the LSM is 
also applicable to 1ST-solvable NPDE. Lakshmanan and 

Kaliappan20 have already investigated relations between Lie 
transformations, nonlinear evolution equations, and 
Painleve forms of some pertinent examples of NPDE. They 
applied the LSM and obtained by a similarity reduction of 
KdV, sine-Gordon, nonlinear Schrodinger equations, etc., a 
list of nonlinear ordinary differential equations (NODE), 
which could be classified in part as Painleve equations. 

The central motivation of this article is to apply the 
LSM to the nonlinear system of Madelung's quantum fluid 
equations, which represent a nondissipative system of 
NPDE for the probability density p(x,t) = ¢*¢ and the 
phase function S = S(x,t). These are related by the Made­
lung transformation21 

¢(x,t) = JP exp( - iSlfz) , (1.1 ) 

when h = 21Tfz is Planck's constant and ¢(x,t) and ¢*(x,t) 
satisfy the cubic nonlinear Schrodinger equations 

ifz¢t = - (fz2/2m)¢xx + V(x)¢ + KI¢12¢ (1.2) 

and their complex conjugate. Here, V(x) is an external po­
tential and K is a real-valued constant. 

It is well known that the system of NPDE ( 1.2) is 1ST 
integrable. 5,6 We note that ( 1.2) can be written as a Hamilto­
nian system by making use of canonical Poisson brack­
ets6,22,23 and we mention that the canonical transformation 
( 1,1) transforms22.23 the system ofNPDE ( 1.2) for the com­
plex-valued functions ¢ and ¢* into a system of NPDE for 
real-valued functions p and S = mtP, which represents what 
is usually called a Madelung fluid21-24: 

1 2 1 a 2JP 
tPt + -tPx + ap + rex) =f3--2-, 

2 IP ax 
( l.3a) 

Pt + ax (PtPx) = 0, ( l.3b) 

with 
a = Kim, f3 = fz2/2m2, rex) = (11m) Vex), 

We shall apply the LSM to the system (S) of NPDE 
(1.3) in order to study the invariance of S under continuous 
groups of transformations depending on one infinitesimal 
parameter E, The most extended (E) Lie group of transfor­
mations, admitted by S, will be shown to depend on five 
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arbitrary group constants, and the general class of similarity 
solutions will be seen to separate into different subclasses 
according to the number of nonzero group constants. It will 
be analyzed to what extent these subclasses of similarity so­
lutions differ from (or coincide with) classes of solutions 
already obtained by means of quite different analytical 
methods. 

Most of the previous attention in the literature has been 
focused on the nonlinear Schr6dinger equation (1.2) with­
out an external potential [V(x) = 0]. Including a potential 
of type Vex) = - mfr?', Alons025 studied the invariance of 
Eq. (1.2) under the Galilei group from the viewpoint of the 
1ST. In recent times, however, some interest in the Made­
lung fluid equations ( 1.3) came from hydrodynamics, in or­
der to describe weakly interacting Bose condensates. 26-28 

Analytical solutions of Eq. (1.3) have been found for a = 0 
and rex) = 0 by applying29 the Lie-Backlund transforma­
tion, and for a#O [rex) = 0] by transforming the known 
soliton solutions of the nonlinear Schr6dinger equation 
( 1.2) to the fluid dynamical field variables3o

•
31 p (x,t) and 

¢>(x,t). A systematic application of the 1ST or the LSM on 
the system of Madelung fluid equations (1.3) has not been 
given thus far. Hence we shall apply the LSM on (1.3) in 
order to construct by similarity reduction the most extended 
class of ordinary differential equations for the similarity 
functions. Some of them can be classified as Painleve-type 
equations and some exact heretofore undiscovered classes of 
similarity solutions will be presented. 

The present article is organized as follows. First, in Sec. 
II, we define the symbols and notation for the group genera­
tors, similarity forms, etc., by giving a brief reformulation of 
Lie's basic concept of a one-parameter (€) transformation 
group in a form that is applicable to the system (1.3) of 
partial differential equations. In Sec. III we construct the 
generators of the group, the similarity variables for the most 
extended class, and some subclasses of physical interest, and 
derive by reduction the corresponding classes of ordinary 
differential equations, which are presented in tabular forms. 
In Sec. IV we construct exact classes of similarity solutions 
for the density p(x,t) and the phase variable 
S(x,t) = m¢>(x,t), taking into account two choices for the 
external potential [r (x) = 0 and r (x) = - f r?']. 

II. LIE GROUP OF TRANSFORMATIONS, GENERATORS 
OF THE GROUP, AND REDUCTION SCHEME 

Consider a system of partial differential equations with 
two dependent variables p and ¢> and two independent vari­
ables x and t [as in Eq. (1.3)]: 

Hi (x,t,¢>, P,¢>x ,Px ,¢>" P,,¢>xx' Pxx , ... ) = 0, i = 1,2, 
(2.1 ) 

where subscripts denote partial differentiations. Consider 
further a one-parameter (E) Lie group of transformations 

x' =f(x,t,p,¢>; E), t' =g(x,t,p,¢>; E), 
(2.2) 

p' = h(x,t,p,¢>; E), ¢>' =j(x,t,p,¢>; E). 

Letp = O(x,t) and ¢> = E(x,t) be solutions of (2.1). If we 
replace the variables p, ¢>, x, and t in Eq. (2.1) by v, w, and 
x' =f(x,t,O,'E.;E), t' = g(X,t,O,'E.;E) , Eq. (2.1) becomes 
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H;(x',t',v,W,Vx·,Wx"Vt·,Wt·'Vx'x"Wx·x·'''') =0, i= 1,2. 
(2.3 ) 

Then v = O(x',t') and W = 'E.(x',t') are solutions of (2.3). 
We say thatthe transformations (2.2) leave Eq. (2.1) invar­
iant if V = h (x,t,O,'E.;E) and W = j(x,t,O,'E.;E) are solutions to 
(2.3) whenever p = O(x,t) and ¢> = E(x,t) are solutions to 
(2.1 ). This condition implies that if Eqs. (2.1) and (2.3) 
have a unique solution, then 

O(x',t') = h (x,t,O(x,t) ,'E. (X,t);E), 

'E. (x',t') = j(x,t,O(x,t) ,'E.(X,t);E). 
(2.4 ) 

Hence O(x,t) and E(x,t) satisfy the one-parameter func­
tional equations 

o (f(x,t,O,'E.;E) ,g(x,t,O,'E.;E») = h (x,t,O,'E.;E) , 
(2.5) 

'E.(f(X,t,O,'E.;E) ,g(x,t,O,'E.;E») = j(x,t,O,'E.;E). 

Expanding (2.2) about the identity E = 0, one can generate 
the following infinitesimal transformations: 

x' =X + €51(x,t,p,¢» + O(E2), 

t' = t + E52(X,t,P,¢» + O(E2), 

¢>' = ¢> + Er7Iex,t,p,¢» + O(E2
), 

p' =p + Er/ex,t,p,¢» + O(E2). 

(2.6) 

The functions tl' 52,1]1, and 1]2 are the infinitesimals of the 
transformations for the variables x, t, ¢>, andp, respectively. 
In order to find the infinitesimals we need to extend the 
group to calculate how derivative terms transform. The 
transformations (2.6), together with the transformations 
for the first, second, ... derivatives, are called first, second, ... 
extensions. We denote the infinitesimals for p x' p" p xx' ¢> x' 
¢>" and ¢> xx by 1]~ , 1]L 1]i I , 1]: , 1]~, and 1]: I , respectively. As 
an example, we give 

Similar explicit expressions for higher extensions can be giv­
en. II Using these various extensions, the infinitesimal crite­
ria for the invariance of (2.1) under the group (2.2) is given 
by 

(2.8) 
/'>.. 

where the tangent vector field X is given by 

x-x I~ I~ 2~ 2~ 
- U + 1]1 a¢>x + 1]2 a¢>t + 1]1 apx + 1]2 apt 

a a 
+ 1]: 1 aA. + 1]i 1 a + ... , 

'f'xx 'Pxx 

(2.9a) 

/'>.. E.-a E.-a 1 a 2 a XU =~I x +~2 ,+1] -+1] -. 
a¢> ap 

(2.9b) 

"-
Here, Xu is the unextended operator. Condition (2.8) pro-
vides an algorithm for finding 51,52' 1]1, and 1]2. For any 
solutionsp = O(x,t) and ¢> = E(x,t) of (2.1), Eq. (2.8) may 
be treated as a form in derivatives of 0 and E whose coeffi-

G. Baumann and T. F. Nonnenmacher 1251 



                                                                                                                                    

cients depend on (O,E,x,t) and the unknowns (51,52,r/,r/). 
Collecting together the coefficients of like derivative terms 
in () and E and setting all of them equal to zero we get a 
system of linear partial differential equations. In practice 
these equations are solvable and thus 51,52' r/, and r/ are 
determined. 

Our objective now is to find O(x,t) and E (x,t) given that 
(2.2) leaves (2.1) invariant. Expanding (2.2) about the 
identity E = ° we generate Eq. (2.6). We now use (2.6) to 
expand the functional equation (2.5) about E = 0. This leads 
to the following first-order partial differential equations: 

51¢x + 52¢' =r/, 51Px +52P, =r/, (2.10) 

provided that 51' 52' TJI, and TJ2 are known functions of x, t, ¢, 
and p. Equation (2.10) is called the invariant surface condi­
tion. The solutions of (2.10) are obtained by solving the 
following characteristic equations: 

dx _ dt _ d¢ _ dp 
g:- 52 -7--:;j2' (2.11 ) 

The general solution of these equations will involve three 
arbitrary constants, of which one constant takes the role of 
similarity variable; and the other constants, say FI (;) and 
F2 (;), play the role of dependent variables (usually called 
similarity functions). Thus we finally obtain the similarity 
forms 

v = E (x,t,FI (;») 
and 

w = G (x,t,F2 (;»). (2.12 ) 

Substitution of (2.12) into (2.1) results in a system of ordi­
nary differential equations for FI (;) and F2 (;). The results 
mentioned above for two dependent and independent vari­
ables can be extended to any number of dependent and inde­
pendent variables. In the following sections we will give an 
application of the above procedure to the nonlinear 
Madelung fluid equations (1.3). 

III. APPLICATION TO THE MADELUNG FLUID 
EQUATIONS 

A. The infinitesimal elements 

In applying the infinitesimal Lie-group methods, a 
straightforward calculation yields the following infinitesi­
mal elements of the E-Lie group [for the external potential 
wetakethechoicer(x) = -loX]: 

51 = Bx + Ft + H + ~Blot 2, 

52 = 2Bt+ C, (3.1 ) 

TJI = (F + 3Blot)x + G + 10 [!Blot 3 + (F /2)t 2 + Ht], 

TJ2 = - 2Bp. 

Thus we obtained a one-parameter group of transformations 
depending on five arbitrary group constants (B,C,F,G,H). 
For the special case rex) = 0, i.e.,fo = 0, it follows that 

5 I = Bx + Ft + H, 52 = 2Bt + C, 
TJI =Fx + G, 

( 3.2) 
TJ2 = - 2Bp. 

From the most extended group (3.1) one finds 22 nontrivial 
subgroups listed in Table I, where taking/o equal to zero one 
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obtains the equations for the Madelung fluid without exter­
nal potential. 

The similarity variables; as well as the similarity solu­
tions O(x,t) and E (x,t) are found by solving the characteris­
tic equations (2.11). The results of these integrations de­
pend crucially on the number of vanishing group constants. 
Here, we will focus our attention on the classes of similarity 
solutions characterized by the choices B = ° and by 
B = F = 0. It will be shown that these subclasses of similar­
ity solutions lead to solutions of the Painleve II type and a 
classical soliton solution. 

B. Lie algebra constructed from the infinitesimal 
operators 

The knowledge of the infinitesimal elements 51' 52' TJ I, 
and TJ2 given in Eqs. (3.1) enables us to construct, from the 

A A 

unextended operator Xu [Eq. (2. 9b)], five operators X j 

(i = 1, ... ,5) according to the existence of five group con­
stants (B,C,F,G,H). Taking the group constants equal to ° 

'" one obtains from (2.9b) via (3.1) the null operator Xo = 0. 
The five generating operators X; can be constructed by tak­
ing one of the group constants equal to 1 and the remaining 
four constants equal to zero: for (B, C, F, G, H) = (1,0,0,0, 
0) one obtains 

XI = (x + ~ lot 2) ~ + 2t !.... 
2 ax at 

( /6 3) a a + 3/otx+-t --2p-; 
2 a¢ ap 

for (0, 1,0,0,0) one obtains 

A a 
X - . 

2 - at' 

for (0,0, 1,0,0) one obtains 

X = t ~ + (x + 10 t 2) ~ . 
3 ax 2 a¢ , 

for (0, 0, 0, 1, 0) one obtains 

A a 
X=-' 

4 a¢' 

and for (0, 0, 0, 0, 1) one obtains 

A a a 
X5=-+/ot-. 

ax a¢ 
These operators must form a Lie algebra. Thus, in general, 
we have to prove that the commutator of any two operators 
is a linear combination of these same operators with constant 
coefficients Cijm (structure constants), i.e., the commutator 
relation (closure property) 

[X;i)] = CijmXm 

must hold and it must be shown that the following properties 
for the commutators are being satisfied: (i) anti symmetry 

[X;,Xj] = - [~,X;], 
and (ii) the Jacobi identity 

AAA AAA A AA 

[Xi' [Xj,xk]] + [Aj, [Xk ,Xj ]] + [Xk' [X"Aj]] = 0. 

Proving property (i) is equivalent to showing that 
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TABLE I. Similarity variables and ordinary differential equations for the Madelung fluid with r(x) = -frye. 

Case 

B,C,G,F,H #0 

G=O 

C=O and G=O 

G=O and F=O 

Similarity variables 

t = x - (F IB 2)(Bt + C) + H IB - (fo12B2)(B 2t 2 - 2BCt - 2C 2) 
(2Bt+C)'/2 

¢= (2Bt+C)'/2{~ +/ot- ~/o}t 
I {G CHfo - FH C 3/6 - 2C

2
Flo + CF2} 

+2 In (2Bt+C) 'B+ B2 + 2B 3 

+ 16 t3 + t2/0 (F- C") + t_l- (F 2 - C 2f2 - 2HB") +F C") 3 B ~o 2B 2 0 Uo , ~ 

p = F2(t)/(2Bt + C) 

t = x - (F 12C)t 2 - (H IC)t 
'" F2 3 FH 2 F I- G 
'I'=6C2t +2C2t +C~t+ct 

+ 10(£ t 3 + ~ t2) + F,(t) 
6C 2C 

p=F2W 

t= [x- (FIB)t+HIB- U0I2)t 2]![i 
¢ = [i{ F + lot}t + J.- In t {G _ FH} 

B 2 B B2 

+ 16 t 3 + F fr t 2 + t {£ _ Hlo} + F (I-) 
3 B ° 2B2 B ' ~ 

p = F2(t)lt 

t = x - (F IB 2)(Bt + C) + H IB - U o12B2)(B 2t 2 - 2BC! - 2C 2) 
(2Bt+C)'/2 

¢= (2Bt+C)'/2{~ +fot- ~fo}t 
I I (2B C){CHfo- FH C%-2C

2
Flo+CF

2
} +2 n t+ B2 + 2B3 

+ 16 t 3 + t 2 10 (F _ C" ) + t _1_ (F 2 - C 2'12 - 2HB" ) + F (I-) 3 B ~o 2B 2 0 Uo , ~ 

p = F2(t)/(2Bt + C) 

t =x + H IB - (10I2B2)(B 2t 2 - 2BCt - 2C 2) 
(2Bt+C)'/2 

¢ = (2Bt + C) '/2 {lot - ~ lo}t 

+-In(2Bt+ C) _+ __ 0 + __ 0 I {G CHfr C
3
/2} 

2 B B2 2B 3 

+ 16 t 3 _ Cf6 t 2 _ t _1_ (C 2'12 + 2HB" ) + F (I-) 
3 B 2B 2 0 :10 , ~ 

P = F2(t)/(2Bt + C) 

t = x - (FIB 2)(Bt + C) - U0I2B 2)(B 2t 2 - 2BC! - 2c 2) 
(2Bt + C) '/2 

¢= (2Bt+C)'I2{~ +fot- ~fo}t 
I {G C3/6-2C2Ffo+CF2} 

+2 In (2Bt+C) 'B+ 2B 3 

+ 16 t 3 + t 2 10 (F _ C" ) + t _1_ (F 2 _ C 2'12 ) + F (I-) 
3 B ~o 2B 2 0' ~ 

p = F2(t)/(2Bt + C) 

t= [x- (FIB)t+HIB- U0I2)t 2]![i 
,,{F fr}1- I FHI 16 3 Ffr 2 ¢=yt -+ ot ~---2 nt+-t +- ot 

B 2 B 3 B 

{
F2 Hfr} +t --2 __ 0 +F,(t) 
2B B 

P = F2(t)lt 

t = x + H IB - (fo12B2)(B 2t 2 - 2BCt - 2C 2) 
(2Bt+C)'/2 

¢ = (2Bt + C) '/2{rot - ~ lo}t 

+ J.- ln (2Bt + C) {CH[o + C3/36} 
2 B 2B 

+ 16 t3 _ Cf6 t2 _ t_l- (C 2f2 + 2HB") + F (1-) 
3 B 2B 2 ° :10 , ~ 
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Ordinary differential equations 

(F, - 2B)F2 + F2(F, - Bt) = 0 

F2F2 - - F 2 - - F 2 + F~ - sF, 
.. I· 2 a 3 {B, 

2 /3 /3 
__ 1_F2 + FH + c 2Ffo _ Cp2 

2/3 ' /3B /3B 2 2/3B 2 
_ C 3/0 _ loCH _ G} = 0 

2/3B 2 /3B /3 

.. I· 2 a 3 
F2F2 - - F 2 - - F 2 

2 /3 
2 {B, I· 2 FH CF2 

+F2 -tF,--F, +----
/3 2/3 /3B 2/3B 2 

C 2Ffo c
3
/6 HCfo} 

+ /3B2 - 2/3B2 - /3B = 0 

.. I· 2 a 3 2 
F2F2--F2 --F2 +F2 

2 /3 

X -tF,--F~ {
I, I· 

/3 2/3 
G CHlo C3/6} -------- =0 
/3 /3B 2/3B 2 

(F, - 2B)F2 + F2(F, - Bt) = 0 

FF - J.- F2 - ~F' 2222/3 2 

+ F2 {l!.- I-F __ 1_ F2 + C
2
Flo 

2 /3;" 2/3' /3B 2 

CF 2 C 3fr G} 
- 2/3B 2 - 2/3B O2 - 7i = 0 

(F, - 1)F2 + F2 (F, - ~t) = 0 
.. I· 2 a 3 2 

F2F2 - - F 2 - - F 2 + F 2 
2 /3 

X {_I_I-F __ I_F2 + FH }-O 
2/3 ~, 2/3 ' 2/3B 2 -

.. I· a 3 2 
F2F2 - -F~ --F2 +F2 

2 /3 
X {B tF __ 1_ F2 _ CHlo _ C 316 } = 0 

/3 ' 2/3' /3B 2/3B 2 
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TABLE I. (Continued.) 

Case 

F=O and H=O 

B= 0 and G= 0 

C=O and F=O 

G=O and H=O 

B=O and F=O 

C=O and H=O 

B=O and H=O 

C=O, G=O, 

and F=O 

G=O, F=O, 

and H=O 

B=O, G=O, 

and F=O 

Similarity variables 

p = F2(;)/(2Bt + C) 

;= x- (fo/2B 2)(B 2t 2-2BCt-2C 2) 
(2Bt + C) 1/2 

¢ = (2Bt + C) 1/2 {lot - ~ 1o}; 

I {G C3/~} + "2 In(2Bt + C) li+ 2B 3 

1 2 CI"2 C 2f2 
+_0 t3 __ :l_0 t 2 ___ O t+F,(;) 

3 B 2B2 
P = F2(;)/(2Bt + C) 

;=x - (FI2C)t 2 + (H IC)t 
A. F2 3 FH 2 Frio (F 3 H » r 
'1'= 6c t + 2C 2 ( +C~t+ C 6 t +"2 t - +F,(~) 

p = F2 (;) 

;= [x+HIB- U0/2)t 2)!,ft 

¢=,ftfot;+£lnt+/~ t 3 _ Hfo t+F,(;) 
2B 3 B 

P = F2 (;)/t 

; = x - (FIB 2)(Bt + C) - U0/2B 2)(B2(2 - 2BCt - 2C 2) 
(2Bt + C) 1/2 

¢= (2Bt+C)'I2{: +Iot- ~fo}; 
+ ~ In(2Bt + C) {C'fo - 2C

2F(o + CF2} 
2 2B 
12 r F2 C2j2 

+ _0 t 3 + t 2 £!L (F _ cr ) + t - ° + F (r) 
3 B :10 2B 2 , ~ 

p = F2(;)/(2Bt + C) 

;=x- (H IC)t 

¢ = (G IC)t + UoB 12C)t 2 + F, (;) 

p = F2 (;) 

; = [x - (F IB)t - U0/2)t 2)!,ft 

!.{F } G I~ 3 ¢=yt -+/ot ;+-Int+-t 
B 2B 3 

F F2 
+ -fot 2 + --2 t + F,(;) 

B 2B 
P = F2(;)lt 

;=x- (FI2C)t 2 
F2 F G I" "" ¢ = __ t 3 + -;t+ _ (+J_'O'_ t 3 + F (;) 

6C 2 C C 6C ' 

P = F2 (;) 

;= [x+HIB- U0/2)t 2)!,ft 

¢ = ,ftfot; + U~/3)t3 - (HfoIB)t + F,(;) 

p = F2(;)lt 

;= x- U0/2B 2)(B 2t 2-2BCt-2C 2) 
(2Bt + C) '/2 

¢= (2Bt+ C)'/2{fot- ~fo}; 
1 C3/~ 

+"2 2B3 In(2Bt + C) 

1 2 CI"2 C'f' 
+_0 t3 __ :l_'0 t 2 ___ O t+F (;) 

3 B 2B' , 
P = F2(;)/(2Bt + C) 

;=x- (HIC)t 

¢ = UoB 12C)t 2 + F,(;) 
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Ordinary differential equations 

.. I·, a 3 2 
F,F2 - - F, - - F, + F 2 

2 /3 

{
I, I· , G C3/~} 

X Ii ;F, - 2/3 F, -Ii - 2/3B ' = 0 

F,F2 + P2 (P, - H IC) = 0 
.. I· 2 a 1 , 

FoFo--F, --F; +F, 
- - 2 /3 

X{(; - !C);+ %c p,- 2~ Pi} =0 

(F, -I)F, +P2(P, - !;) = 0 
.. I· 2 a 3 , 

F,F,--F, --F, +F2 
2 /3 

X { 2~ ;P, - 2~ P~ - 2;B} = 0 

(F, - 2B)F2 + P2(P, - B;) = 0 

.. I· 2 a 3 
F2Fo--F2 --F, 

- 2 /3 
,{ B· I· , +F, -;F,--F, 

/3 2f3 
_ CF

2 + C
2
Flo _ C3/~} =0 

2/3B ' /3B 2 2/3B 2 

F,F, + P2 (P, - H IC) = 0 
.. 1·, a 3 , 

F2F2 --F, --F, +F, 
2 /3 

X {; ; + %c P, - 2~ Pi - /3~} = 0 

(F, - 1)F2 + P2 (P, - !;) = 0 
.. I· 2 a 3 

F,F2--F, --F2 +F2 
2 /3 

X { 2~ ;P, - 2~ P; - 2;B} = 0 

F,F2 + P2P, = 0 
.. I· , a 3 , 

F2F,--F, --F2 +F, 
2 /3 

X {(; - !c); - 2P Pi - :C} = 0 

(F, - I)F, + P2 (P, - !;) = 0 

F2F2 - !P~ - ~F~ + F~ 
/3 

[ (1!2/3);P, - (1!2/3)P; 1 = 0 

(F, - 2B)F2 + P2(P, - B;) = 0 

.. I·, a 3 2 
F,F2 - - F, - - F 2 + F 2 

2 /3 

{
I, I· 2 C 3/~ } 

X Ii ;F, - 2/3 F, - 2/3B 2 = 0 

F,F2 + P2 (P, - H IC) = 0 
.. I· a 

F2F2 - -Fi - -Fi +Fi 
2 /3 
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TABLE 1. (Continued.) 

Case Similarity variables Ordinary differential equations 

x{fo !-+..!!.-p __ 1_p2} =0 
/3;' /3C I 2/3 I 

C=O, F=O, S= [x- U o/2)t 2]!ft 

and H = 0 tP = ftfots + (G 12B)ln t + U~/3)t3 + F, (S) 

p = F2(S)lt 

C=O, G=O, S= [x- (FIB)t- Uof2)t 2]!ft 

and H=O tP=ft{F +fot}s+f~ t 3+ F fot 2+ F22 t+F,(S) 
B 3 B W 

P = F2 (S)/t 

B=O, G=O, S=x- (F/2C)t 2 

and H=O tP= (F2/6C 2)t 3+ (FIC)st+fo(FI6C)t 3+F,(s) 

C=O, G=O, F=O, S= [x- Uof2)t 2]!ft 

and H=O tP=ftfots+ U~/3)t3+FI(s) 

p = F2(S)lt 

Cijk = - C jik ' 

and the Jacobi identity (ii) is equivalent to showing that 

Cijm C mkn + ~km C min + C kim C mjn = O. 

All these properties (closure relation, the property of anti­
symmetry, and the Jacobi identity) for the operators Xi fol­
low immediately from Table II (commutator table), which 
shows, in addition, that X4 is a Casimir operator, i.e., it com­
mutes with all the operators Xi' 

Finally we notice that the special choice fo = 0 in the 
operators Xi leads to the Lie algebra for the Madelung 
fluid equations without external potential. 

c. Similarity variables 

(i) The most extended class of group constants 
(B,C,F,G,H) , all unequal to zero, leads to the following 
similarity variable; and to the similarity solutions ifJ andp: 

;= x- (FIB 2)(Bt+C) + (HIB) - (fo!2B 2)(B 2t 2-2BCt-2C 2) 
(2Bt + C) 1/2 ' 

( 3.3a) 

ifJ = (2Bt + C)I/Z; {fot - Cfo + F} + ~ In(2Bt + C) 
B B 2 

{
G CHfo - HF C3f~ - 2C 2Ffo + CF2} 

X-+ +--------
B B2 2B 3 

f~ 3 foP - f~C 2 F2 - cy~ - 2BHfo 
+-3- t + B t + 2B2 t 

TABLE II. Commutator table for the Madelung fluid with external poten­
tial rex) = -fox. 

[,] Xo XI x2 X3 x4 X, 

XO 0 0 0 0 0 0 

XI 0 0 - 3faX3 - 2X2 X3 0 -X, 

x2 0 3faX3 + 2X2 0 Xs 0 faX4 

X3 0 -X3 -xs 0 0 -X4 

!4 0 0 0 0 0 0 
x, 0 Xs -faX4 x4 0 0 
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+F1(;), 

p = F2(;)/(2Bt + C). 

(3.3b) 

(3.3c) 

The similarity functions Fl (;) and F2 (;) are to be deter­
mined later. The special choice rex) = -foX = 0, i.e., 
fo = 0, yields 

; = [x - (F IB)t -FC IB2 +H IB]I[ (2Bt + C) 1/2], 

(3.4a) 

ifJ = F (2Bt + C) 1/2; + ~ In(2Bt + C) 
B 2 

X ---+-- +-t+F1(;), 
{G FH F

2
C} F2 

B B2 2B 3 2B2 
(3.4b) 

P = Fz(;)/(2Bt + C). ( 3.4c) 

(ii) Subclasses 
(a) (B,C,F,G,H) = (O,C,F,G,H) 

; = x - (F 12C)t 2 - (H IC)t, (3.5a) 
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,/, = F Z + loFC t3 + HF + loHC tZ + F; + G t + F (;), 
'I' 6C2 2C2 C I 

(3.Sb) 

P = F2 (;)· (3.Sc) 

For rex) = 0, this result reduces to 

; = x - (F 12C)t 2 - (H IC)t, (3.6a) 

rp=~t3+ HF t 2+ F;+G t+F(;), (3.6b) 
6c 2 2Cz C I 

P = Fz(;)' (3.6c) 

(b) (B,C,F,G,H) = (O,C,O,G,H). The choices B = ° 
and F = ° produce the results 

; = x - (H IC)t, 

rp = (loH 12C)t z + (G IC)t + FI (;), 

p=Fz(;)' 

For rex) = ° one obtains 

;=x-(HIC)t, 

rp = (G IC)t + FI (;), 

p =Fz(;)' 

(3.7a) 

(3. 7b) 

(3.7c) 

( 3.8a) 

(3.8b) 

(3.8c) 

We note that the similarity functions FI (;) and Fz(;) obey 
ordinary differential equations, which are obtained by inser­
tion of the corresponding expressions for rp and p into the 
original partial differential equations (1.3). 

D. Reduction to ordinary differential equations 

(i) The most extended class [all group constants 
(B,C,F,G,H) unequal to zero] leads-by making use of the 
results given in (3.3 )-to the following system of ordinary 
differential equations (ODE) for FI (;) and F2 (;): 

(EI - 2B)F2 + F2(FI - B;) = 0, (3.9a) 

.. 1· 2 a 3 2 {B rF' 1 F' 2 F2F2--F2 --F2 +Fz -!>. 1-- I 

2 /3 /3 2/3 
2C

2
FIo - CF

2 
- C

3f6 FH - loCH _!!....} = ° 
+ 2/3B 2 + /3B /3 . 

(3.9b) 

Taking rex) = ° we obtain 

(EI - 2B)Fz + F2 (FI - B;) = 0, (3.lOa) 

.. 1'2 a 3 2{B' 1'2 F2F2 --F2 --F2 +F2 -;FI--FI 
2 /3 /3 2/3 

2B(F
2
C G FH)} _ ° - fi 4B 3 + 2B - 2B 2 -. 

(3.lOb) 

(ii) Subclasses 
(a) (B, C,F, G,H) = (0, C,F, G,H) The results (3.5) 

lead to 

EIF2 + F2(FI - H IC) = 0, 

.. 1· 2 a 3 2{ H· 1· 2 
F2Fz - 2 F 2 - Ii F 2 + F 2 /3C FI - 2/3 F I 

- (~ (~ - 10); + /3~)} = 0, 

and for rex) = ° one obtains 

EIF2 + F2(FI - H IC) = 0, 
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(3.lla) 

(3.llb) 

(3.12a) 

.. 1· a 3 
F2F2 - - F~ - - F 2 

2 /3 

+F~{; FI - 2~ Fi - ~ (~;+ ~)} =0. 

(3.12b) 

(b) (B,C,F,G,H) = (O,C,O,G,H) The results (3.7) 
yield 

EIF2 +F2(FI -H IC) = 0, (3.13a) 

.. 1· a 3 
F2F2 --F~ --F2 

2 /3 

+F~{;FI- 2~ Fi +;;- /3~} =0. (3.13b) 

Taking rex) = ° one obtains 

EIFz + Fz(FI - H IC) = 0, (3.14a) 

.. I· a 3 
FzF2 - - F~ - - F z 

2 /3 

+F~{;FI- 2~ Fi - /3~} =0. (3.14b) 

All other ODE are listed in Table I. 

IV. EXACT CLASSES OF SIMILARITY SOLUTIONS 

In Sec. III we reduced the Madelung fluid equations 
represented by a set of nonlinear partial differential equa­
tions (NPDE) (1.3) to various systems of nonlinear ordi­
nary differential equations (NODE) for different choices of 
the set of group constants. Here we will construct analytical 
solutions of some special classes of NODE. 

The first objective in the study of such NODE is to as­
certain whether or not a solution can be obtained either ex­
plicitly or implicitly in terms of classical functions. The pur­
pose in such a study is to discover a transformation which 
will reduce the equation to some type that is known to have a 
solution of the desired kind. Failing this, one seeks a trans­
formation which will reduce the equation to one that is 
asymptotic to a form solvable by known functions. 

A. Solutions of elliptic form 

Following along this line we will give, as a first example, 
the solution of the coupled nonlinear equations: 

(4.1 ) 

and 

.. 1'2 a 3 2 
FzFz --Fz - -F2 +F2 

2 /3 

X{;FI- 2~ Fi - /3~} =0, (4.2) 

where overdots denote differentiation with respect to ;, the 
similarity variable. This system is just subclass (ii) of case 
(b) from Sec. III [Eq. (3.14)] without external potential. 

The first of these two equations can be integrated to give 

F (;) - t;(_I_1 _+ H)d;' (4.3) 
I - J~" F2 (;') C ' 

where II is a constant of integration. Substituting Eq. (4.3) 
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into the second of the coupled system, Eq. (4.2), it reduces 
to the form 

.. 1'2 a 3 2 
F2F2 --F2 --F2 -F2 

2 f3 

X{f3~ - 2~ (~r} - ~~ =0, 
(4.4 ) 

which is an equation for F2 alone. By means of the transfor­
mation 

X2 =F2, ( 4.5) 

Eq. (4.4) takes the form 

a 3 1 Ii 1 
X - 7i X - 2f3 wX - 4f3 X3 = 0, ( 4.6) 

with 

w = {G IC - !(H IC)2}. 

Introducing a "potential" V(X) by 

V( ) a 1 4 1 1 2 Ii 1 (4.7) 
X = - 2f3 4 X - 2f3 w2'X + 8f3 X2 ' 

one can write Eq. (4.6) as 

~(J..X2+V(X»)=0. (4.8) 
d; 2 

By integrating Eq. (4.8) twice it follows that 

I
; d;' - IX dX' 

~2(E - Vex'») 
(4.9) 

where E is a constant of first integration. The potential V(X) 
given by (4.7) determines this solution in a characteristic 
way. To see this the following transformation of both the 
dependent and the independent variables 

(4.10) 

and 

y = X2 + (1/6a)w 

leads to a standard form of Weierstrass elliptic functions 

-I() I dy p y = , 
~4y3 - gzY - g3 

(4.11 ) 

where g2 and g3 are given by 

g2 = (3/16a2)w2 - 8(Ef3 la), 

4Ef3 Ii 1 3 

g3 = 3 -;;z w - af3 - 166a3 w . 

Ifwe now invert all our previously used transformations ap­
plied to p and tP, and to; as well we can write the solution for 
the density p and phase tP as 

and 

1257 

p(x,t) = p{~alf3 [x - (H IC)t 1 - I4} - (1/6a)w 
(4.12 ) 
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where II and 14 are arbitrary integration constants and; has 
the form ofa "moving wave variable" ; = x - (H IC)t, i.e., 
the solutions represent traveling nonlinear waves . 

It is well known that there exists a close connection 
between Weierstrass elliptic functions and Jacobi elliptic 
functions. To see how this relation appears in this system of 
equations we turn our attention back to Eq. (4.3). If we set 
there the arbitrary constant II equal to zero, one can write a 
first integral of ( 4.1) as 

FI(;) = (HIC);+II' (4.14) 

where II is an arbitrary constant of integration. This form of 
FI (;) solves (4.1) for any F2 (;). However, there exists on 
the other hand a strong coupling between FI and F2 via 
(4.2). Inserting the solution (4.14) into Eq. (4.2) one can 
discard this coupling. The result is 

Fi'2-!F~ - (alf3)Fi - (wlf3)F~ =0, (4.15) 

which is a nonlinear ordinary differential equation for F2 
with constant coefficients. By means of the transformation 
(4.5), Eq. (4.15) is reduced to the form 

X - (aI2f3)x3 - (1/2f3)wX = 0. (4.16) 

Introduction of the "potential" VI (X) results in the reduc­
tion to 

X= 

where VI (X) is a polynomial in X of fourth order: 

V 
a141 12 

I(X) = ---X --w-X· 
2f3 4 2f3 2 

( 4.17) 

(4.18 ) 

Here we dropped an arbitrary constant in VI' We note that 
this potential is a special case of V resulting from (4.7) by 
taking II = 0. An implicit solution for X follows by integra­
tion of ( 4.17). Because VI (X) is a polynomial of fourth or­
der this solution belongs to the class of Jacobi elliptic func­
tions. The formal solution is 

;-IX 
dX' 

.J2(E - V(X'») 
( 4.19) 

where E is an integration parameter which strongly deter­
mines the behavior of this solution. For a < 0, f3 > 0, and 
w > ° integration of ( 4.19) can be carried out, with the result 

X(;) = b l cn (~ (laI/4f3) (ai + b ~) (; - ;o),m), 
(4.20) 

where cn is the cnoidal elliptic function. Here, ai' bl' and the 
modulus m are given by 

ai = - w/lal + ~ (w/lal)2 + 8f3E Ilal, 

b ~ = w/lal + ~ (w/lal )2 + 8f3E Ilal, 
(4.21) 

m=bl/~ai +bi. (4.22) 

The initial phase;o can be expressed by an initial condition 
for X: 

;0 = 1 cn-I(x(O)lbl,m), 
~ (laI/4f3)( a~ + b ~ ) 

where X(O) is the value of X at; = 0. 
Elliptic functions such as those given in (4.20) belong to 

G. Baumann and T. F. Nonnenmacher 1257 



                                                                                                                                    

the class of doubly periodic functions with 2K, and K is the 
complete elliptic integral of the first kind. Another interest­
ing property of this cnoidal function is the fact that cn tends 
to the hyperbolic function sech if the modulus m is equal to 
unity, i.e., cn-->sech ifm--> 1. 

Ifwe suppose that our group constants C,G,H are fixed 
and a, (3 are finite-valued constants then the modulus m is a 
function of E. Setting this parameter equal to zero m is equal 
to 1. In this way solution ( 4.20) skips to the hyperbolic func­
tion sech, as noted above. In detail, this solution is given by 

(4.23 ) 

Inverting the previously used transformations we can give 
an explicit solution for the density and phase of the 
Schrodinger field if;: 

p(x,t) = ~~ sech
2
(# (x - ~ t - (Xo - ~ to))) 

( 4.24) 

and 

</l(x,t) = (H IC) [x - (H IC)t 1 + G IC + 13 , 

where 

(iJ = G IC - !(H IC)2. 

( 4.25a) 

( 4.25b) 

A graphical representation of these solutions in space-time is 
given in Fig. 1 for p. One notes that the pulselike solution 
moves with constant velocity through space. 

As stated in the Introduction, the Schrodinger field if; is 
related to the density p and phase </l via the Madelung trans­
formation (1.1), where S(x,t) = m</l(x,t). Inserting the 
density and phase into this transformation one finds 

if;(x,t) = ~sech(# (x - ~ t - (Xo - ~ to))) 

xexp( - ~ m(~(x-~t)+ ~+I3)). 
This representation of if; has just the same form as Alonso's25 
result constructed by using 1ST techniques. 

B. Connection to the Painleve II function p .. 

The second system of coupled nonlinear ordinary differ­
ential equations, which we investigate, includes the equa­
tions of subclasses (ii)(a) [Eqs. (3.11) and (3.12)] and the 

FIG. I. Classical soliton solution (4.24) of the Madelung fluid for the group 
constants (O,C,O,G,H) and forlo = o. 
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first equation of (ii)(b) [Eq. (3.13) 1 of Sec. III. This system 
has [in contrast to the previously discussed equations (4.1) 
and (4.2) 1 analytical coefficients. It reads as 

(4.26a) 

and 

.. 1'2 a 3 2 
F2F2 - - F 2 - - F 2 + F 2 

2 (3 

x{tc PJ - 2~ Pi - ~ {Ys+ ~}}=o, ( 4.26b) 

where Y is given by the relation 

{

YI = F IC, for fo = ° 
Y = Y2: F IC - 10' for 10#-0 

Y3 - -/0' for 10#-0 

and 

and 

and 

(O,C,F,G,H) , 

(O,C,F,G,H) , 

(O,C,O,G,H). 
( 4.26c) 

The independent variable S takes the form 

S=x- (FI2C)t 2 - (HIC)t, for Y=Yl' 

S = X - (F 12C)t 2 - (H IC)t, for Y = Y2' (4.26d) 

S = x - (H IC)t, for Y = Y3-

Taking Y equal to zero, i.e., either For 10 equal to zero, it 
follows the previously discussed ODE system. The main dif­
ference between the two systems is a S-dependent term con­
nected with y. Thus we have to solve a coupled system of 
equations that possesses a dependence on independent vari­
ables. To solve these equations we proceed in the same way 
as in Sec. IV A. First we integrate (4.26a) and obtain the 
function F J as an implicit solution of F2 : 

F (r) - (' (_1_1 _ + H) dr' (4.27) 
I!> - J,,, F

2
(S ') C !>. 

For II = ° it follows that 

( 4.28) 

Substituting this result in (4.26b) leads to 

Fi'2 -! P~ - (al(3)F~ - (lI(3)F~{yS + (iJ} = 0, 
( 4.29) 

where (iJ is defined in (4.25b). Transforming both the depen­
dent and independent variables by 

z = (2(3 Iy) 1/2( 1I2(3){yS + (iJ} (4.30a) 

and 

x2 = (aI4(3)(2(3ly)2/3F2 

one obtains 

X" - 2X3 
- zX(z) = 0, 

( 4.30b) 

(4.31 ) 

where primes denote differentiation with respect to z. This 
second-order nonlinear differential equation is a special case 
of the so-called Painleve II type equation. As shown by Pain­
leve,32 this type of equation is irreducible and possesses 
neither movable branch points nor essential singularities. On 
the other hand, this equation defines a new class oftranscen­
dental functions. We see (as a by-product) that-following 
Ablowitz et al.9-the Madelung fluid is of the 1ST type, 
which is not surprising since the corresponding system of 
nonlinear Schrodinger equations (1.2) is also 1ST 
integrable. 
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FIG. 2. Representation of the asymptotic solution (4.33) for smallp with 
group constants (O,C,O,G,H) and external potential. 

To follow our introductory proposals we now approxi­
mate (4.31) in such a way that at least an asymptotic analy­
tical solution for this equation can be given. We require that 
this solution decay rapidly enough as Ix I- 00 (say) that the 
integral of p is defined, i.e., p - 0 for Ix I- 00. As stated 
above, p is connected with X by 

Pa:.X2. 

If we take the positive square root of p we can discuss the 
whole solution in terms of X. Assuming now for the asymp­
totic solution that p is a small quantity, we can neglect prod­
ucts of X in Eq. (4.31), which is then reduced to 

X" - zX(z) = O. (4.32) 

Equation (4.32) is the definition equation of Airy functions 
in differential form. 33 The approximate solution for small p 
is therefore given by 

X a:. Ai(z). (4.33 ) 

The asymptotic solutions of Airy functions are33 

X a:. (l/2v'1T) (l/zl/4)exp( - j(Z)3/2), for z- 00, 

X a:. (1/z1/4)sin(~lzI3/2 + tPo), for z- - 00. 

Up to now we have solved a coupled nonlinear system of 
equations with an arbitrary independent variable (;. These 
solutions are 

Pa:.PiI({;)' 

FIG. 3. Asymptotic solution for small p with (O,C,F,G,H) and Y = YI or 

Y=Y2' 
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{ 

(3.5b) 

tP = (3.6b), 
(3.7b) 

and (; as in (4.26d). Ifwe now specify the explicit combina­
tion of x and! in {; we have to distinguish two cases strongly 
dependent on the values of the group constant F. Taking the 
choice B = 0 and F = 0 one gets an ordinary traveling wave 
with 

(;=x-(HIC)t. (4.34a) 

The solution for the density p({;) = p(x,t) is shown in Fig. 
2. The choice F #0, i.e., regarding the more general sub­
group (O,C,F,G,H), one obtains the similarity variable 

{; = x - (F 12C)t 2 - (H IC)!. (4.34b) 

This is somewhat like an "accelerated wave variable." The 
corresponding solution p (x,!) is plotted in Fig. 3. In contrast 
to the soliton- or solitary wave-type solutions based on {; 
given in (4.34a), the solutions based on the similarity vari­
able (4. 34b) are called boomerons in the literature (see Ref. 
34). Finally, we note that the soliton-type solution based on 
(4.34a) is, in addition to its Lie-group properties, Galilei 
invariant as well, while the boomeron solution based on 
(4.34b) is not invariant with respect to a Galilei 
transformation. 
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A generalized isovector formalism is used to derive the isovectors and isogroup of the self-dual 
Yang-Mills (SDYM) equation in the so-called J formulation. In particular, the infinitesimal 
"hidden symmetry" transformation, a linear system, and a well-known Backlund 
transformation of the SDYM equation are derived in the process. Thus symmetry and 
integrability aspects of the SDYM system appear in natural relationship to each other within 
the framework of the isovector approach. 

J.INTRODUCTION 

In a recent paperl the authors discussed the application 
of isovector techniques2

•
3 to systems of partial differential 

equations corresponding to exterior equations for vector­
valued (and, in particular, matrix-valued) differential 
forms. It was seen that the application of the Lie derivative 
operator on vector-valued one-forms presents some techni­
cal difficulties, and for this reason an internal exterior deriva­
tive (i.e., an exterior derivative that acts on the fields but not 
on the variables of the solution manifold) was introduced by 
the formula 

(1.1 ) 

where F is any function of the scalar variables xl-' of the solu­
tion manifold and the vector-valued fields tf;'. If the system of 
partial differential equations (PDE's) is of order 2 or higher, 
the variables tf;' will comprise the dependent variables ua of 
the PDE's and the derivatives, up to a certain degree, of the 
ua with respect to the xl'. Given that, in the absence of specif­
ic restrictions on the exterior differential forms that repre­
sent the system, the variables tf;' are considered independent 
of each other (and of the xp

), we conclude that the problem 
can be naturally formulated on a jet space with "mixed" 
(i.e., both scalar- and vector-valued) coordinates. 

In the present paper the formalism developed in Ref. 1 is 
applied to the self-dual Yang-Mills (SDYM) equation in 
the so-called J formulation. 4 It is seen that the isovector 
method provides a natural framework for the unification of 
such distinct concepts as symmetry and integrability. The 
independence of the coordinates of the underlying jetlike 
space is important in this context, as the reader will realize. 
In Sec. II we calculate the isovectors of the SDYM system. 
These vector fields can be used to construct infinitesimal 
symmetries (both geometrical and internal) of the system, 
as discussed in Ref. 1. The above-mentioned independence 
of coordinates is used in Sec. III to rewrite certain symme­
tries in a form equivalent to the parametric infinitesimal 
transformation introduced in Ref. 5. (This transformation is 
related to the so-called hidden symmetry of the SDYM 
field. 6

) Remarkably, the process also yields a pair of linear 
"inverse scattering" equations, the integrability of which is 
equivalent to the SDYM equation, and the parameter of 
which is identical to that of the infinitesimal transformation 
mentioned above. Finally, the results ofSecs. I-III are used 

in Sec. IV to derive Backlund transformations for the 
SDYM system. In particular, the process gives the parame­
tric Backlund transformation proposed in Ref. 7. 

II. ISOVECTORS OF THE SDYM SYSTEM 

The SDYM equation in the J formulation is written 
as4- 7 

(2.1 ) 

The complex coordinates y, z, y, and z are related to the 
coordinates Xl> x 2, x 3, and X 4 of complexified Euclidean 
space by 

2l/2Y=X l +ix2, 2l/2z=x3-ix4 , 

2 l/2y=x l -ix2, 2 l/2z=x3+ix4 • 

(2.2) 

[Note that the pairs (y,y) and (z, z) involve elements that 
are complex-conjugately related in real Euclidean space.] 
For our purposes, J is assumed to be a nonsingular element 
of the algebra gl(N,C) in its defining representation. 

Equation (2.1) can be rewritten as a set of first-order 
PDE's: 

B~+B~=O Bl=J-lJ B 2 =J- 1 J (2.3) 
y z' y' z' 

where a standard notation for partial derivatives has been 
used. We are thus led, in the spirit of Ref. 1, to define the 
following set of four-forms in seven variables: 

Yl = dy dzdB 1 dZ + dy dz elY dB 2, 

Y2 = dJ dz elY dZ - JB I dy dz elY dZ, 

Y3 = dy dJ elY dZ - JB 2 dy dz elY dZ. 

(2.4 ) 

It is easily seen that the dYk are in the ideal of the Yk; thus 
this ideal is closed. 

We now proceed to find the isovectors of the system. For 
this purpose we must expand the Lie derivative of each y, 
into a "linear" combination of all three Yk' The expansion 
must be made consistently with the requirement that the Lie 
derivative preserve the tensorial character of each y, sepa­
rately. 

Now, from Eqs. (2.4) it can be seen that the four-forms 
Yk have values in gl(N,C), which is closed under both addi­
tion and multiplication. This observation suggests the fol­
lowing expansion: 
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£Yi = b 7Yk + A7Yk + YkM~, (2.5) 
v 

where the b 7 are scalars, whereas the zero-forms A7 and M 7 
have values in gl(N,C). 

The vector field V is defined on a jetlike space with "co­
ordinates" y, z,y, z, J, B I, andB 2. As argued in Ref. 1, Vwill 
have a formal representation, 

V = D I.§... + D 2.§... + D 3.§... + D 4.§... 
Jy Jz ay oz 
G

J AI J A 2 J (26) 
+ JJ + JB 1 + JB 2' . 

where theD 1 , ... ,D 4 are assumed to be scalar functions ofy, z, 
y, z, while the G, A I, A 2 are gl(N,C)-valued functions of the 
above four variables and J, B I, and B 2. As in Ref. 1, we seek 
vector fields V for which the coefficients of expansion in Eq. 
(2.5) depend only ony, z, y, and z. 

Substituting Eqs. (2.4) and (2.6) into Eq. (2.5), and 
using Eq. (1.1) to write 

£ dJ = dG = G,I" dy!" + dG, 

£dB k =dA k =A ~ dy!" + dA k (k = 1,2), 

where they!" (ft = 1, ... ,4) denote they, ... ,z, we obtain a set of 
three exterior equations for four-forms. By equating the co­
efficients of dy dz elY di on both sides of each exterior equa­
tion, the following set of PDE's is derived: 

A ~ + Ai = - (b i + Ai )JB 1 - (b ~ + A~ )JB 2 

-JBIMi -JB2ML 

G - GB 1 _ JA I _ D I" JB I 
y ~ 

= - (b ~ + A~ )JB 1_ (b ~ + A~ )JB 2 

-JB IM~ -JB2ML 

G - GB 2 _ JA 2 _ D I" JB 2 
Z ,I" 

- (b~ +A~)JBI- (bj +Aj)JB 2 

-JBIM~ -JB2Mj, 

whereDI"=.D 1, ••• ,D 4
• 

We now put 

Ai = aik(yl")B k + /3 i(y!")J + A i(y!",B k,J) , 

G = 8k(y!")B k + E(y!")J + G(y!",B \J), 

where the a i
\ /3 i, 8\ and E are scalars. Then 

dA i = a ik dB k + /3 i dJ + dA i, 

dG = ()k dB k + E dJ + dG. 

(2.7) 

(2.8) 

We substitute these expressions into the expansion of 
Eq. (2.5) and equate coefficients of terms that are scalar 
multiples of similar gl(N,C)-valued basis four-forms. There 
are 12 such basis four-forms; therefore we obtain a set of 36 
equations (eight of which are trivial identities). These re­
sults can be summarized as follows: 

/3 1 =/3 2 = ()I = 82 = 0; a l2 = Di, a 21 =D;; 
D ~ = D i = 0, D ~ = D i = 0, 

D; = D; = 0, D; = D; = 0; 

b I = D 1 + D 2 + D ~ + a 22 = D 1 + D 2 + D'!. + a 11 1 Y z Y y z z , 
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b ~ = D; + D ~ + D i + E, b j = D ~ + D ~ + D i + E, 

b ~ = - D ~, b ~ = - D ~, b i = b f = b i = b ~ = 0. 

We notice, in particular, thattheD 1 andD 2 depend only ony 
and z, while the D 3 and D 4 depend only on y and z. 

The remaining terms in the expansion of Eq. (2.5) are 
those that cannot be expressed as scalar multiples of basis 
four-forms [in the sense that the coefficients in these terms 
do not commute with the gl(N,C)-valued basis four-forms]. 
Terms of this type can be divided into four kinds according 
to their dependence on the basis three-forms dy dz elY, 
dy dz di, dy elY di, or dz elY di. The gl(N,C)-valued coeffi­
cients of each of these basis three-forms must be equated in 
each of the three exterior equations; this process yields a set 
of 12 equations which can be divided into two general types: 

A7 dY + (dY)M7 = 0, i=/=k, (2.9) 

and 

dIi = A~ dY + (dY)M~, (2.10) 

where Y=.B I, B 2, J and H=.A I, A 2, G. The variable Y, by 
assumption, does not commute with A7 and M r Thus Eq. 
(2.9) is satisfied only if M = M7 = 0, i=/=k. Also, given that, 
by definition of the internal exterior derivative and by as­
sumption about the A7 and M7, dY = dY, dA~ (yI") = 0, 
dM ~ (yI") = 0, Eq. (2.10) can be integrated immediately: 

Ii = AZ Y + YMZ + h(yI"), 

where h (yI") is an arbitrary function. Our results are explicit­
ly stated as follows: 

A: =.AI(yI"), M: =.MI(y!"), 

A~ = Aj =.A2(y!"), M~ = Mj =.M2(y!"), 

A7 = M7 = 0, for i=/=k; 

Al =AIBI +BIMI +h I (yI"), 

A2=AIB2+B2MI +h 2(y"), 

G = A 2J + JM2 + g(y!") , 

where the hI, h 2, and g are arbitrary gl(N,C)-valued func­
tions. 

Appropriate substitutions into Eqs. (2.8) will now give 
expressions for A i and G, which can be substituted back into 
Eqs. (2.7). By using previous results, the coefficients b 7 can 
be eliminated in favor of other quantities, while certain re­
placements can also be made with regard to the A7 and M7. 
The result is a set of equalities between some kind of general­
ized "polynomial" expressions in thevariablesB I,B 2, andJ, 
withyl"-dependent coefficients. The "constant" term in such 
a "polynomial" is a matrix function F(j") , while the other 
terms are of the following kinds: qBk , qJ, qJBk, QBk, Bk Q, 
QJ, JQ, QJBk, JQBk, and JBk Q, where q(yI") is a scalar 
function and Q(yI") is a gl(N,C)-valued function. Equating 
coefficients of similar terms we obtain a set of partial differ­
ential and algebraic equations, which are not hard to solve. 
In particular, we find 

_AI =MI =M 2=.M(y,z), A 2=.A(Y,z), 

hI (y,z) = My, h 2(y,Z) = M z , g(y!") = 0. 
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Equations (2.11) give the complete solution for the compo­
nents of the isovector field V: 

D 1= cly + klz +al, D2 = k 2y +c2z+a2, 

D3 = (c2 - c)y - k;z + a 3, 

D 4 = -kl y+(cl -c)z+a4 , (2.11) 

A 1= - clB 1_ k2B2 - [M(y,z),B I] +My , 

A2= -kIB
I -c2B

2 - [M(y,z),B 2] +Mz, 

G = €(y;Z)J + A (y;Z)J + JM(y,z) , 

where c l, c2, kl' k2' c, a I"'" a 4 are nine complex parameters, 
€(y,z) is a scalar function, and M(y,z) and A(y,z) are 
gl(N,C)-valued functions. From Eqs. (2.11) we can read off 
the infinitesimal operators Pk corresponding to the nine 
complex parameters (cf. Ref. 1) and we can show that they 
form the basis of a Lie algebra. In particular, the operators 

and 

J 
P=­

a" JY" 

P +P =Y"~_Bk~ 
c, c, JY" JB k 

represent translations and dilatations, respectively. 
Following the discussion in Ref. 1, from Eq. (2.11) we 

can construct the following infinitesimal internal symmetry 
transformations: 

B II =B 1+ [M(y,z),B I] - My, 

B 21 =B2 + [M(y,z),B 2] - M z , (2.12 ) 

J' =J - €(y,z)J - A (y,z)J - JM(y,z) , 

where the €, M, and A are infinitesimal. The corresponding 
finite transformations are 

BII = UB IU- I + UJ U- I 
y , 

B21 = UB 2U- 1 + U Jz U- I, 

J' =(JU J U, 

where 

and 

U(y,z) = exp{ - M(y,z)}, 

U(y,z) = exp{ - A(y,z)}, 

(J(y;Z) = exp{ - €(y,z)}. 

(2.13 ) 

These are, of course, familiar symmetries of the SOYM 
system. 

III. PARAMETRIC INFINITESIMAL TRANSFORMATION 
AND LINEAR SYSTEM 

If we define a new function 

S(y,z,y,z) =M(y,z) + €(y;Z) IN, (3.1 ) 

where IN denotes the N-dimensional unit matrix, then the 
infinitesimal transformations ofEq. (2.12) with A (y;Z) = 0 
can be rewritten as 

oB I = [S(Y"),B I] - Sy, 

oB 2 = [S(Y"),B 2] -Sz' DJ= -JS(Y"), 
(3.2) 

where oB k=B k' - B k and oJ =J' - J. We wish to rewrite 
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these symmetries without the restriction (3.1). It turns out 
that this is possible due to the independence of the coordi­
nates of the underlying jetlike space. Of course, there is a 
price to be paid for such an adjustment. But this "price" is a 
most welcome one: Restriction (3.1) is replaced by a set of 
linear POE's which, in the case of actual SOYM fields, lead 
to a linear system for the SOYM equation. 

From Eq. (3.1) it is seen that S(Y") satisfies the POE, 

[Sy,B
I
] + [S"B 2] -Syy -Sz, =0. 

Given the independence of the Y" and the B k (this is the case 
as long as no restriction on the solution manifold is im­
posed), the above equation may be written as 

Jy([S,BI]-Sy) +J,([S,B 2]-Sz) =0. (3.3) 

This is satisfied if there exists a "potential" 1/1 (Y",B k) such 
that 

[S,BI]-Sy =A1/1" [S,B 2]-Sz = -A1/1y, (3.4) 

where A is an arbitrary complex parameter. We thus replace 
the system ofEqs. (3.1) and (3.2) by the following alternate 
one: 

where 1/1 and S satisfy the linear system (3.4). Note that Eqs. 
(3.4) and (3.5) becomeindependentofEqs. (3.1) and (3.2) 
upon restriction to the solution manifold, i.e., for actual 
SOYM fields. 

Let us explore further the significance of Eqs. (3.4) for 
actual SOYM fields (in which case the Bk are dependent 
upon the Y" ). In particular, let us examine the ansatz 
1/1(Y") = S(Y"), allY": 

[s,B 1] - Sy = AS" [S,B 2] - Sz = - ASy' (3.6) 

The integrability criterion Syz - Szy = 0 yields Eq. (3.3), 
which, in combination with Eq. (3.6), gives 

[S,B; -B! + [Bl,B2] +MB~ +Bi)] =0. 

We seek conditions for B I and B 2 in order that the above 
equality holds for alIA and independently of S. The following 
pair of POE's must therefore be satisfied: 

JyB2 - JzB 1 + [B I,B2] = 0, (3.7) 

(3.8) 

Equation (3.7) is a condition for zero curvature and implies 
that the Bland B 2 are pure gauges: 

Bl =J-1JyJ, B 2=J- 1JJ, (3.9) 

where J is a nonsingular gl(N,C) matrix. Then Eq. (3.8) 
becomes identical to the SOYM equation (2.1), of which 
Eq. (3.6) is seen to be a linear system. 

We remark that our results are in agreement with those 
of Ref. 5 (although they are given in a slightly different 
form). The thing to notice is that these results were actually 
derived here, in a rather straightforward manner, by using 
the isovector technique. 

IV. CONNECTION WITH BACKLUND 
TRANSFORMATIONS 

By using the original definitions of B I and B 2 as given in 
Eqs. (2.3), the infinitesimal transformations of these quanti-
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ties may be written, according to Eqs. (3.5) as 

J'-IJ' _J-IJ =,.1,.1,- (4.1a) 
y y ~z' 

J'-IJ; _J-IJz = -AtPy. (4.1b) 

Clearly, as J / approaches J, the tPy and tPz must approach 
zero. One way to achieve this is to put 

(4.2) 

Now, if the left-hand sides of Eqs. (4.1a) and (4.1b) are 
considered as finite, rather than infinitesimal differences, 
then Eqs. (4.1) and (4.2) constitute one possible form of the 
Backlund transformation (BT) proposed in Ref. 7. Alterna­
tively, the infinitesimal parametric transformation (4.1) 
and (4.2) is also an infinitesimal BT. This was observed in 
Ref. 5, but we include it in the present discussion due to its 
direct (and quite interesting) relevance to the isovector 
method. 

Incidentally, the transformation (3.1) and (3.2) is also 
an infinitesimal BT, with Eq. (3.1) being a sort of algebraic 
constraint. Indeed, putting 5 = 1 - J - I J / and introducing 
an arbitrary complex parameter f-l, we write 

J'-IJ; - J -IJy = f-l{ [J -IJ',J -IJy ] - ay (J -IJ')}, 
( 4.3a) 

J'-IJ' _J-IJ = {[J-IJ'J-IJ] -a (J-IJ')} z zf.l 'z z , 

(4.3b) 

J -IJ' = M(y,z) + E(Y,Z) 1 N' ( 4.3c) 

where M(y,z) is gl(N,C) valued and E(Y,Z) is a scalar. Tak-
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ing ay (4.3a) + az (4.3b) and using (4.3c), we find 

{ay(J'-IJ;) +az(J'-IJ;)} 

- {ay(J-IJy ) + az(J-IJz)} 

= f-l [J -1J',ay (J -IJy ) + az (J -IJz)], 

according to which J' satisfies the SDYM equation (2.1) if J 
does. Note that the BT was constructed so as to yield the 
trivial solution J / = J as a particular solution [this corre­
sponds to M = 0 and E = I in the algebraic constraint 
(4.3c) ]. 
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When X t and x t + 1 represent two random variables, each belonging to a real interval [0,1] and 
being related by a first-order difference equation x, + 1 = F(xt ), called a discrete-time map, the 
probability density distribution connected with X t can be translated into that associated with 
x, + 1 • This yields an evolution equation by means of which one can construct an infinite 
sequence {w, (x) I tEN, XE [0,1]} starting from an integrable function Wo (x) normalized to 
unity on [0,1]. The question of the convergence of the sequence toward a so-called invariant 
density function w(x) as t -- + 00 and the problem of finding this limit were examined by a 
number of authors, mostly studying isolated cases. The present paper solves the problem for a 
class of discrete-time maps characterized by X,+ 1 = f(lsn[l sn-1- 1 (x t )] I), lE{2,3, .. .}, 
whereby fis a real, continuous, monotonically increasing function mapping [0,1] onto itself 
and sn is the usual symbol for the sinelike Jacobian elliptic function with modulus kE [0,1 ] 
(including the sine function). Convergence is proven under very general conditions on wo(x) 
and an explicit formula to calculate w(x) is established. Some properties ofw(x) are 
discussed. A necessary and sufficient condition for the symmetry of w(x) about x = ! is 
obtained and attention is also devoted to the inverse problem, leading to a reformulation of the 
discrete-time map of the type cited above which corresponds to a given invariant density. The 
examples of practical application considered here cover almost all special cases which were 
treated in the literature thus far, as well as new cases. 

I. INTRODUCTION tions tend to a limit distribution when t-- + 00 andifso, find 

In a number of articles, 1-9 most of them of recent date, 
the evolution of a normalized single-valued real function 
(usually a probability density distribution) defined on a fin­
ite real interval toward an invariant limit function under a 
given discrete-time mapping has been studied. Let X t and 
x t + 1 be two continuously varying random variables, each 
belonging, for instance, to [0,1] and related to one another 
by a first-order difference equation 

x,+l=F(xt ). (1.1) 

If W t (x t ) represents the probability density distribution as­
sociated with x" so that Wt (x,) Idx, I is the elementary prob­
ability that the random variable takes a value between x, and 
Xt + dXt (whereby dXt may be either positive or negative), 
one can ask for the corresponding elementary probability 
Wt + 1 (x, + 1 ) Idxt + 1 I associated with the variable Xt + 1 and 
its differential. The expression of wt + 1 in terms of W t and F 
ultimately leads to a transformation by means of which one 
can construct iteratively an infinite sequence of functions 
{w, (x) ItEN, xE[O,I]} starting from a given initial function 
wo(x), with all functions normalized to unity when 

fWo(X)dX = 1. (1.2) 

Thus wo(x) is assumed to stem from a single-valued real 
function defined on [0,1], being continuous or maybe only 
piecewise continuous, but satisfying conditions such that its 
definite integral from ° to 1 (possibly an improper integral) 
be convergent. Then, using a suitable proportionality factor, 
normalization to unity may be achieved, giving rise to 
wo(x), The question is, does the infinite sequence ofw func-

lim Wt (x), O<x< 1. 
t- + 00 

In Ref. 1, one finds the following particular example: 

{
2x" O<Xt <!, 

x,+I=F(xt )= 2(1-x
t
), !<x

t
<l, (1.3) 

in which case the limit distribution is 

w(X) = lim Wt (x) = 1, O<x< 1. (1.4) 
t_ + 00 

In Ref. 5, it is shown that to the cusp-shaped return map 

X,+ 1 = 1 - 2.jf.x,T, - l<xt<l, ( 1.5) 

by means of which the interval [ - 1,1] is mapped onto it­
self, there corresponds as a limit distribution 

w(x)=!(1-x), -1<x<1. (1.6) 

We shall reconsider these examples in Sec. III. 
Ulam and von Neumann's paper2 comprises still an­

other example which has received considerable attention as 
of late. Under the discrete-time quadratic map (a special 
case of the so-called logistic map), 

x t + 1 =4xt (1-xt ), (1.7) 

of the interval [0,1] onto itself, any normalizable initial 
function wo(x) leads to the invariant density 

w(x) = Ihr[x(1-x)]1/2, O<x<1. (1.8) 

Indeed, Falk6 has calculated the general element W t (x) of 
the sequence {w, (x) I tEN, xE[O,I]} generated under (1.7) 
starting from the uniform distribution wo(x) = 1 and ob­
tained (1. 8) by direct transition to the limit. Falk notes that 
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the symmetry of wo(x) about x = 1 is broken at t = 1,2,3, ... 
and returns only in the limit t = + 00. Nandakumaran7 has 
extended Falk's results to all probability density distribu­
tions of the form 

wo(x) = [xn(1 - x)n]![B(n + l,n + 1)], nEN, 

O,;;;x,;;;l, 

in particular confirming (1.8). Very recently, Grosjean8
•
9 

generalized Nandakumaran's work to a broad class of initial 
functions, normalized to unity but not necessarily positive­
semidefinite, first under the quadratic mapping (1.7) and 
later under the polynomial discrete-time maps of any degree 
which generalize ( 1.7). Such mappings are first-order differ­
ence equations of the form 

X'+I =PI(X,), IE{3,4, ... }, (1.9) 

in which PI represents a real polynomial of degree I and are 
uniquely defined by the following requirements. 

(1) For every x,E[O,I], the corresponding x,+ I also 
belongs to [0,1] where, in particular, x, = ° entails 
X'+I =0. 

(2) To every x,+ I E]O,1 [, there correspond I distinct 
real values of x, belonging to ] 0, 1 [. 
In this way, the explicit expression of (1.9), with (1.7) in­
cluded, is 

X'+I =X,UT_I (~), IE{2,3, ... }, (1.10) 

where U symbolizes a Chebyshev polynomial of the second 
kind, or in parametric form, 

x, = (sin 8)2, x,+ I = (sin 18f, 0,;;; 8,;;; 1T/2, 

IE{2,3, ... }. ( 1.11) 

Thinking of initial functions which can possibly be only 
piecewise continuous by the appearance of a number of finite 
jumps in [0,1], Grosjean8

•
9 proposed to represent Wo (x) by a 

convergent series of the type 

+ 2bnx Il2(1 - x) I12U2n _ 1(1 - 2x)], (1.12) 

deduced from the Fourier series 

a +00 
~ + I (an cos 4n8 + bn sin 4n8), 0,;;; 8,;;; 1T/2, 
2 n= I 

(1.13) 

by means of the substitution x = (sin 8) 2 and normalized to 
unity [see (1.2)] when 

ao _ y :n = 1. ( 1.14) 
2 n = I 4n - 1 

Grosjean8
•
9 established the following (provisional) 

theorem. 
If in [0,1] the initial function wo(x) is the sum of a 

convergent series of the type (1.12) whereby the a coeffi­
cients satisfy (1.14) as well as the condition 

la I + 00 

_0_ + I Ian I: convergent, (1.15) 
2 n=1 

then under any polynomial discrete-time map comprised in 
(1.10), the sequence {WI (x) ItEN, xE[O,I]} converges to-

1266 J. Math. Phys., Vol. 28, No.6, June 1987 

ward the limit function 

w(x) = l/1T[X(1 - x)] 1/2, O';;;x';;; 1. 

As in Refs. 6 and 7, the method used consisted of calculating 
w, (x) explicitly for any tEND and letting t approach infinity. 
But in the final step of the proof, in the case that the "a part" 
in (1.12) involves infinitely many terms, there is need for 
uniform convergence with respect to t and thus (1.15) is 
required as a sufficient condition. Unfortunately, when 
(1.15) holds, it deprives the part of wo(x) which is sym­
metric about x = 1 of the possibility of exhibiting finite 
jumps between ° and 1, on account of the criterion of Weier­
strass for the absolute and uniform convergence of the "a 
part" in a series expansion such as (1.13) and a fortiori 
(1.12). In a subsequent note, BarbourlO succeeded in elimi­
nating this drawback. 

The purpose of the present paper is twofold: We wish to 
make the conditions imposed upon the initial function wo(x) 
much less restrictive and extend the theory to a much wider 
class of discrete-time maps [rational and irrational functions 
F in (1.1)]. The proof of the convergence of the sequence 
{w,(x) I tEN, xE[O,I]} toward a limit density w(x) as 
t --+ + 00 and finding this density will be based upon a proce­
dure differing entirely from the methods applied in the var­
ious articles cited in this Introduction, including my own 
articles. 8.9 

II. THEORETICAL DEVELOPMENT 

The parametric transformation x, = (sin 8) 2 applied to 
the logistic map ( 1. 7) is implicit in most studies of the map. 
As was shown in Sec. I, it has led me to the polynomial 
generalization of arbitrary degree (1.1 0) via (1.11). As a 
next step, inspired by the parametric representation (1.11), 
one can consider the much broader generalization 

x, =f(sin8), X'+I =f(lsin18I), 0,;;;8';;;1T/2, 

IE{2,3, ... }, (2.1) 

wheref(y) is a single-valued, real, continuous function of y 
defined on [0,1], having a continuous or piecewise contin­
uous derivative in that interval and increasing monotonical­
ly (sensu stricto) from ° to 1 as y increases from ° to 1. The 
inverse function, which as a function of yE [0,1] we denote by 
f - I (y), is endowed with the same properties and therefore 
the discrete-time map corresponding to the propounded par­
ametric representation (2.1) is 

x,+ I = f( Isin [I arcsinf- I (x,)] I), O,;;;x,';;; 1, 

IE{2,3, ... }. (2.2) 

But, the sine function is known to be a special case comprised 
in the Jacobian elliptic sn function. Although one en­
counters the Jacobian elliptic functions much less frequently 
than the circular functions in practice, another degree of 
generality is gained when (2.1) is replaced by 

XI =f(sn(u,k»), X'+I =f(lsn(/u,k)I), O';;;u,;;;K(k), 

IE{2,3, ... }, (2.3) 

where themoduluskE[O,1 [ andK(k) is the complete elliptic 
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integral of the first kind, i.e., 

K(k) - t dx - Jo (1 - x 2) 1/2(1 - k 2X2) 1/2 ' 

whose value is real, finite, and greater than 1T12 for kE]O,l [. 
In the special case k = 0, the Jacobian elliptic functions re­
duce to circular functions. From here onward, the modulus 
will not be written explicitly as an argument of the sn func­
tion and the complete elliptic integral except where it is de­
sirable to include it in the notation. The counterpart of (2.2) 
is 

X'+I =f(lsn[/sn-If-l(x,)] I), O,:;;x,,:;;l, IE{2,3, ... }, 
(2.4 ) 

with sn -I the usual symbol for the inverse of the Jacobian sn 
function, defined on [0, 1] by 

-I LV dx ° 1 sn v = f' ,:;;v,:;;. 
(1 - x2) 1/2(1 _ k 2X2) I 2 

o (2.5) 

Here, (2.4) is the definitive form of the discrete-time map­
pings upon which the remaining calculations in the present 
article will be based. It is sufficiently general to include a 
variety of interesting special cases, but it is not yet the most 
general form which can be considered. 

Note that the formulas (2.2) and (2.4), each one con­
necting x, and x, + I' are closely related to the relevant con­
cept of conjugate functions, i.e., 

b(x) =h(a[h -I(X)]), 

which has played an important role in a number of articles. 
One finds it, for instance, in articles by Halmos II and by 
Ulam,12 and it was discussed by Grossmann and Thomae as 
well. 13 Also, Gyorgyi and Szepfalusyl4 made extensive use of 
the concept of conjugation to determine invariant measures 
for various one-dimensional maps. In the important special 
case of I = 2, the absolute value stripes may be deleted in 
(2.2) and (2.4) under the assumptions made for the func­
tion f(y) in (2.1 ). If a conjugating function h (y) is such that 
h [f(y) ] is still a single-valued, real, continuous function ofy 
on [0,1], having a continuous or piecewise continuous deriv­
ative in that interval and increasing monotonically (sensu 
stricto) from ° to 1 as y increases from ° to 1, then one can 
associate with (2.2), where one puts I = 2, the discrete-time 
map 

x,+ I = hf(sin[2 arcsinf-Ih -I(X,) ]); (2.2') 

the analysis which will follow is also applicable to this map, 
with the function operatorfsimply replaced by hi As is well 

I 
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known, the invariant densities corresponding to the two con­
jugate dynamicallaws (2.2) with 1= 2 and (2.2') are closely 
related, which will be confirmed by the final result for w(x). 
The same remark holds for the two conjugate dynamical 
laws (2.4) with 1= 2 and 

(2.4' ) 

To every X,E [0,1], there corresponds one real value of 
x,+ I and it also belongs to [0,1]. But, conversely, to every 
x, + I E]O, 1 [, there correspond I distinct real values of x, in 
the interval [0,1], i.e., 

x;1) = r l (x,+ I) 

=f[sn((1II)sn- 1 f-I(x,+ I»)] , 

X;2) = r2(x,+ I) 

=f[sn(2K II) - (111)sn- 1 f-I(x,+ I »)] , 

X~3) = r3 (x,+ I) 

= f[ sn( (2K II) + (1//)sn- 1 f- I (x,+ I»)], 

x~/) = r l (x,+ I) =/[sn(2[1 12]K II) 

- ( - 1)1(1II)sn- 1 f-I(x,+ I»)] , 

(2.6) 

with [112] the largest integer smaller than or equal to 112. 
These expressions remain valid as x, + 1 ..... 0 and x, + 1 ..... 1 
from inside [0,1]. From them, one easily deduces that 
x,+ I = ° gives rise to x~ I) = 0, x?) = x?>' X}4) = x?), etc., 
whereas x, + 1 = 1 yields x~ I) = X~2), X~3) = X~4), and so on. 
In these cases, the number of distinct real x, values is re­
duced to either [112] or [112] + 1. As stated in the Intro­
duction, the transformation leading from w, (x) to w,+ 1 (x) 
stems from probability theory. Ifw, (x,) Idx, I represents the 
elementary probability that the random variable at the in­
teger time instant t take on a value between x, and x, + dx, 
(where dx, can be either positive or negative), then we have, 
for the analogous elementary probability regarding the ran­
dom variable at the time instant t + 1, 

1 

W, + 1 (x, + I ) Idx, + I I = I w, (x~m» Idx~m) I 
m= 1 

1 

= I w,(rm(x'+l»)ldrm(X'+l)l· 
m=l 

Dividing by Idx, + I I and dropping the subscript in x, + I , we 
obtain the evolution equation yielding w,+ I (x) in terms of 
w, (x): 

VtEN, 

(2.7) 
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in which v = sn- I j-l(x),I' = [112], andcn, dn are the two 
well-known cosinelike Jacobian elliptic functions associated 
with the sn function. This being by definition the evolution 
equation connecting any two neighboring functions in the 
sequence {w,(x)!tEN, xE[O,I]}, it is not required after all 
that the w functions on which (2.7) is applied be positive 
semidefinite on [0,1]. 

When (2.7) is used to transform a given initial function 
wo(x) into WI (x), we obtain 

dj-l(x)ldx 
w (x) - ------"--.,.-'-'------,-------,-,-

I - I [1 _ (f-I(X»)2]1/2[ 1 _ k2(f-I(X»)2]1/2 

xIcnudnuj'(snu)wo[j(snu)] , (2.8) 

in which the summation with respect to u runs over the val­
ues 

v 2K - v 2K + v 2/' K - ( - 1) IV 

i'--I--'--I-- I (2.9) 

where v = sn- I j-I (x). These are I distinct real values when 
xE]O,1 [, one in each of the open real intervals 

]m(K 11),(m + I)(K II) [, 'v'mE{O,I, ... ,l-l}. 

When x -> ° or x -> 1 from inside [0,1], adjacent pairs of val­
ues in (2.9) converge to each other since v->O or v->K, re­
spectively. The peculiarity of the evolution equation (2.7) is 
that when it is applied a second time in order to express 
w2 (x) in terms of Wo (x), one obtains 

w (x)----------~dj~-~I(~x~)-ld-x~----~~ 
2 - 12[1- (f-I(x)f]1/2[1 _ k 2(f-I(X)f]1/2 

x I cn u dn uj'(sn u)wo[j(sn u)] , (2.10) 
u 

where the summation with respect to u now runs over the 
values 

v 2K-v 2K+v 
f2 ' -1-2- , -1-2- 12 

2(l-I')K+(-I)lv ... 2/2-1 K (-1)/ 
12 "21 2 + 

(2.11 ) 

which result from the replacement of v successively in each 
member of the sequence (2.9) by the entire set of I values 
contained in (2.9). When xE]O,1 [, this procedure yields 12 
distinct real values, one belonging to each of the open real 
intervals 

]m(KI1 2), (m+ I)(KII2)[, 'v'mE{O,I, ... ,J2-l}. 

The complete verification of the results (2.10) and (2.11) 
would require a considerable amount of space; therefore, it is 
left to the reader. Only as an illustrative example of how the 
combinations of arguments simplify, let us calculate the ar­
gument with which the function Wo appears in the first term 
of the sum in (2.10). To do this, (2.7) is applied for t = 1; 
hence we find in the first term, among other factors, 

wl[j(sn(sn-1j-l(x)/l)] , 

and according to (2.8), the argument of this WI function 
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should replace x in 

wo[ j(sn(sn -1- 1 (x)/l)] . 

This yields 

wo{f[sn( 1I1)(sn- 1 j-I [j(sn(sn- I j-l(x)/l) ])]}, 

which clearly reduces to 

wo[ j(sn(sn -I j-I (x)11 2))] . 

In the same manner, after t applications of Eq. (2.7), it 
follows that 

( ) dj-l(x)ldx 
w, x = 1'[1-(f-I(x)fr12 [1-k 2(f-I(x»)2]1/2 

x I cn u dn uj' (sn u) Wo [ j( sn u)] , (2.12) 
u 

in which, when xE]O,1 [, the summation with respect to u 
runs over I' distinct real values resulting from repeated ap­
plication of the rule described above: 

v 2K-v 2K+v 2/'-1 
---K -y; , -1-'- , -1-'- 21t 

+(-1) ---- , l( K v) 
21 tit 

still with v = sn-1j-1 (x). When the interval [O,K] is subdi­
vided into I t equal subintervals, one finds inside each of these 
subintervals one u value taking part in the summation ap­
pearing in (2.12). Consequently, when XE]O, 1 [, the expres­
sion 

K 
'" cn(u)dn(u)j'(sn u)wo[f(sn u)] x­
~ It 

(2.13 ) 

recalls the way in which a Riemann definite integral is de­
fined. Indeed, the real interval [O,K] over which u can vary 
is subdivided into I t equal subintervals playing the role of 
au, and inside each of these intervals is located one abscissa 
at which the value of the integrand is taken. With regard to 
wo(x), the simplest possible case is that this normalized ini­
tial function is continuous in [0,1]. Then, it is immediately 
clear that for XE] 0, 1 [ the sequence {wt (x) ! tEN} converges 
toward the following limit as t -> + co: 

dj-l(x)ldx 
K[I-(f-I(x»)2]1/2[I-k2(f-I(x»)2]1/2 

xi
K 

cnudnuj'(snu)wo[j(snu)]du. (2.14) 

But, 

lK cn u dn uj'(sn u)wo[j(sn u) ]du 

= f j'(y)wo[f(y) ]dy 

= f wo(x)dx = 1 

in virtue of the normalization of wo(x), and hence 
{wt (x) !tEN} approaches 

( ) dj-l(x)ldx 
w x = K[I-(f-I(x»)2]1/2[I-k 2(f-I(x)f]1/2 

(2.15 ) 
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When x = 0, the u values over which the summation in 
(2.12) runs are zero and all integer multiples of 2K II' 
smaller than or equal to K, because, as one lets x --+ + 0, all or 
almost all pairs of adjacent u values from the second u value 
onward tend to a common limit. When I is even, one can 
subdivide [0, K] as follows: 

[O,KII'] associated with u=O, 

[(2m - I)(K 1I'),(2m + I)(K II')] 

associated with u = 2mK II', 

'VmE{I,2, ... ,(l' - 2)/2}, 

[( 1 - 1/1 ')K,K] associated with u = K. 

Here, every u value between ° and K is located in the middle 
of a segment oflength 2K II I. The sum appearing in (2.12) 
becomes 

2 -f'(O)wo(O) + L cn~dn~ { 
1 (It - 2)/2 2 K 2 K 

2 m= 1 I' II 

x f'(sn 27~ )wo(!(sn 27~ )] 
+~(l_kZ)I/Z[cnuf'(snu)L_Kwo(l)} , 2 -

and with wo(x) still assumed to be continuous in [0,1], this 
expression, when multiplied by K II I, again converges to­
ward the Riemann definite integral appearing in (2.14) 
when t --+ + 00. Hence, when I is even, (2.15) remains valid 
in the limit x = 0. A similar reasoning can be formulated 
when I is odd, and after that also for x = 1. Therefore, (2.15) 
holds good for all XE [0,1] under the assumption that the 
initial function wo(x) is continuous in the interval [0,1]. 

Our argument can easily be extended to other cases, 
where the given initial function wo(x) involves discontinui­
ties in [0,1]. When wo(x) is piecewise continuous, having a 
limited number of finite jumps in [0,1], there corresponds to 
every abscissa where such ajump occurs a u value belonging 
to [O,K], obtained by the transformation u = sn- I f-I(X). 
These u values subdivide [O,K] into a finite number of subin­
tervals in each of which wo[f(sn u)] is continuous, and for 
sufficiently large t, when XE] 0, 1 [, everyone of these subin­
tervals is itself subdivided into a number of segments of equal 
length K I I', except perhaps near the boundary points. Let­
ting t --+ + 00, the above reasoning can be applied to each of 
the subintervals; thus one obtains, instead of one Riemann 
integral like the one in (2.14), a finite sum of Riemann inte­
grals whose intervals of integration are strung together to 
form [O,K]. This sum of Riemann integrals defines the value 
of 

(2.16 ) 

in the considered case and is therefore equal to unity in virtue 
of the normalization. Once more, this argument can be ex­
tended without difficulty to x = ° and x = 1. Consequently, 
(2.15) remains valid when wo(x) is piecewise continuous, 
exhibiting a limited number of finite jumps in [0,1]. Analo­
gous considerations also hold in cases where there occur 
stronger singularities of Wo (x) in [0,1], making (2.16) an 
improper integral on the condition, however, that the inte­
gral be convergent so that wo(x) is normalizable in the strict 
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sense. An example of such a case is 

wo(x) = 1/(211- 2x11/2), O';;;x';;;1. (2.17 ) 

Here, use can be made of suitable cutoffs and one can show 
that w, (x), as given by (2.12), converges toward the right­
hand side of (2.15), multiplied by the definition of (2.16) as 
a convergent improper integral; thus, e.g., in the case of 
(2.17 ), 

(wo(x)dx = lim ~ f!-E dx 
Jo E-+02Jo (l_2x)1/2 

1· 1 i l 

dx 1 + 1m - 1/2 = . 
E'- +0 2 !+E' (2x - 1) 

In conclusion, the following theorem can be stated. 
Under a discrete-time mapping of the type (2.4) with 

kE [0,1 [, SUbjecting iteratively to the associated transforma­
tion (2.7), a single-valued, real, continuous, or piecewise 
continuous function wo(x), defined on [0,1] and normal­
ized to unity, where 

llWO(X)dX 

may be an improper, yet convergent integral on account of 
the singularities ofwo(x) in [0,1], leads to an infinite se­
quence off unctions {WI (x) 1 tEN, xE[O,I]} which converges 
toward a limit function w(x) when t--+ + 00, with 

w(x) = df-
1 
(x)ldx 

K(k)[1-(f-l(X)f]1/2[I-k 2(f-I(X)f]I/Z' 

O';;;x';;;1. (2.18) 

Note that the limit function is independent of the integer 
parameter I appearing in (2.4), but fully determined by the 
modulus k and the inverse of the functionfappearing in the 
parametric representation (2.3). For k = 0, which means 
using (2.1) and (2.2), (2.18) reduces to 

2 df-l(x)ldx 
w(x) = I Z liZ' O';;;x';;;1. (2.19) 

1T[ 1 - (f- (x») ] 

Since (2.7) conserves normalization, w(x) given by (2.18) 
or by (2.19) is also normalized to unity, as can be verified by 
inspection. 

In regard to the preceding theorem, let me emphasize 
that the initial function wo(x) must no longer be continuous 
on [0,1] in order to ensure convergence of the sequence 
{WI (x) ItEN,xE[O,I]} toward the limit (2.18), in contrast to 
the continuity imposed on wo(x) by the sufficient condition 
( 1.15) which was part of the theorems comprised in my 
earlier articles. 8

,9 In those theorems, leaving out the condi­
tion (1.15) would not exclude the possibility of convergence 
toward the limit function 1T- I [x(l - x) ]-112, but conver­
gence would be unproved when wo(x) involves singularities 
in [0,1] within the framework of my earlier proofs. The pres­
ent analysis clearly removes this drawback. It shows that in 
virtue of the more powerful method used in the present arti­
cle, condition (1.15) can be deleted after all, in agreement 
with Barbour's result 10 in the case of finite jumps ofwo(x) in 
[0,1 ]. 

Reconsidering the two conjugate dynamical laws (2.2) 
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with 1= 2 and (2.2') where the conjugating function h is 
such that bothfand hf have the properties required in the 
beginning of this section, we clearly have as a relation 
between the corresponding invariant densities w(x) and 
w(x;h), 

w(x;h) = w[h -1(X)] dh ~~(X) , 

a relation which remains valid for (2.4) with 1= 2 and 
(2.4'). The examples given in Ref. 12 (cf. Sec. IV and Figs. 2 
and 3) are comprised in the present theory. Indeed, the dif­
ferent conjugating functions h (0) which are coupled with 
the special case called Nz(O) have the properties specified in 
the beginning of our Sec. II; therefore this is also the case 
with h [f(y) ] . Here, N z (0) is such that 

X'+I =N2 (x,) 

is nothing but the dynamical law (1.3). As is shown in exam­
ple (5) of Sec. III, this map is included in (2.2), where one 
puts I = 2 and the functions which I calledf(y) andf- I (y) 
are 
fey) = (2I1T)arcsiny, f-I(y) = sin(1Ty/2) , O'0'«:;l. 

In certain applications, as we shall see in Sec. III, w(x) 
turns out to be symmetric about x = !. This is not necessarily 
a consequence of symmetry about x, = ! in the right-hand 
side of a discrete-time map written in the form (1.1). Let us, 
for instance, recall the case of the quadratic map (1.7) 
where, as was pointed out by Falk,6 wo(x) = 1 gives rise to 
the asymmetric functions w, (x), t = 1,2, ... , despite the sym­
metry of the right-hand side in (1.7). However, the symme­
try about x = ! is restored in the limit function w(x) given by 
( 1. 8). In the case of I = 3 in (1.1 0), being the cubic map 

X'+I =x,(3-4x,)2, O«:;x«:;l, (2.20) 

which does not have the symmetry about x, =!, starting 
from either a symmetric or an asymmetric initial function 
wo(x) leads, at any rate, to (1.8), having the symmetry. On 
the contrary, when one maps linearly [ - 1,1] onto [0,1] 
both for x, and x, + I in (1.5), so as to obtain 

X'+I = 1-11-2x,11I2, O«:;x,«:;l, (2.21) 

which is, of course, also cusp shaped with the singular point 
at x, =~, the discrete-time map is symmetric about that 
point. The evolution corresponding to (2.21) is 

w, + I (x) = (1 - x) [w, (x - x 2/2) + w, (1 - x + x 2/2) ], 

O«:;x«:;1. 

Starting from the normalized uniform distribution 
wo(x) = 1 which also has the symmetry, one finds, strangely 
enough, 

w, (x) = 2(1 - x), VtENo, O«:;x«:; 1, 

and hence 
w(x) = lim w, (x) = 2(1 - x), 

t_ + 00 

(2.22) 

which is the invariant density, no matter from which initial 
distribution one starts since it is, under the requirement of 
normalization to unity, the unique solution of 

w(x) = (1 - x) [w(x - x 2/2) + w( 1 - x + x 2/2)], 
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according to Hemmer.5 Yet, it does not possess the symme­
try about x = !. Irrespective of these examples, the explicit 
form of w(x), namely (2.18), associated with a discrete­
time map of the type (2.4 ), enables us to find a necessary and 
sufficient condition that w(x) be symmetric about x = !. 
Indeed, ifw(x) = w(1-x), VXE[O,l], then 

r w(x)dx = ( w(x')dx', VYE[O,l], 
Jo JI-Y 

or 

sn-If-I(y) =K(k) -sn- If- I(1-y), VYE[0,1]. 

Ifwe put 

sn- I f-I(y) = u, O«:;u«:;K(k) , 

then 

sn u = f-I(y), sn[K(k) - u] = f-l(1 - y). 

But 

sn[K(k) - u] = (cn u)/(dn u), 

and therefore, we find as a necessary and sufficient condition 
for symmetry, 

f
- I (1-X)=( 1_(f-I(X»)2 )112 VXE[Ol] 

1 - k 2(f-I(X)f' " 
(2.23 ) 

in which we returned to x as the independent variable. If one 
keeps in mind thatf-I (x) increases steadily from 0 to 1 as x 

increases from 0 to 1, (2.23) can be rewritten rationally as 

(f-I(1_XW= [1-(f-I(x»)2]1[1-k2(f-I(x»)2]. 

(2.24) 

For k = 0, which corresponds to (2.2), the condition is 

(f-I(X»)2 + (f-I(1_X»)2 = 1. (2.25) 

Expressed in terms off itself, (2.23) becomes 

f(x) +fU(l-x2 )/(l-k 2x 2») = 1, 

VXE[O,l], kE[0,1[, (2.26) 

with, as a special case for k = 0, 

f(x) + f(ff=?) = 1, VXE[O,l]. (2.27) 

Examples of solutions ofEq. (2.27) which increase steadily 
from 0 to 1 as x increases from 0 to 1, are 

f(x) = x2 and f(x) = (2/1T) arcsin x. (2.28) 

They will be brought in relation with certain special cases 
comprised in Sec. III. Note that in regard to possible symme­
try of w(x) about x = ~, the integer parameter I in (2.2) or 
(2.4) is totally unimportant. 

The explicit formula (2.18) enables us to discuss some 
characteristic features of the limit function w(x). In virtue 
of the properties f(x) is assumed to have for XE [0,1], we 
have 

df-I(x) :;;.0 
dx P, 

entailing that 

w(x);;;.O, O«:;x«:;l, (2.29) 

irrespective of whether the initial function Wo (x) is positive 
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semidefinite or not. Furthermore, if 

( 
d/-I(x») >0, 

dx x~1 

which means 0<; I' ( 1) < + 00, then one certainly has 
w (1) = + 00. If at the same time/ - I (x) satisfies (2.24) or 
(2.25), one obviously also has w(o) = + 00 in virtue of the 
symmetry ofw(x) about x =!. WhenxE[O,I [, the denomi­
nators in (2.18) and (2.19) are finite and positive. To any 
abscissa aE[O,I [, where I'(a) happens to be zero, 
there corresponds w({3) = + 00 on account of 
(d/-I(X)ldx)x~f3 = + 00, with{3=/(a)E[O,I[. This can 
solely occur at isolated abscissas {3. Furthermore, also for 
XE [0,1 [, the equality sign in (2.29) can only hold at points 
where d/-I(x)ldx = 0, which is associated with I' (x) be­
coming infinite. Thus if/ex) is a function with a continuous 
derivative in [0,1 [, then w(x) > O,XE[O, 1 [. It could happen, 
however, that I' (x) is only piecewise continuous in [0,1 [. 
Then, for an abscissa KE[O, 1 [, where I' (K) = + 00, there 
comes w(..i) = ° on account of(d/-I(x)ldx)x~A = 0, with 
..i =/(K). This can occur solely at isolated abscissas..i be­
cause/ex) is assumed to be single valued. It could also hap­
pen, still whenI' (x) is only piecewise continuous in [0,1 [, 
that I' (x) is double valued at one or several abscissas /1, 
which would mean that/(x) has a left derivative and a right 
derivative, unequal at such an abscissa. Then d/- I (x)ldx 
and therefore w(x) are also double valued at x = v, 
v = /(/1), with the discontinuity a finite or an infinite jump. 

The particular form of the right-hand side in (2.18) 
makes it possible to establish a way to solve the inverse prob­
lem: Given a positive-semidefinite invariant density, find the 
discrete-time maps of the type (2.4) or (2.2) from which it 
originates. Indeed, integrating on both sides between ° andy 
in (2.18), one obtains 

r w(x)dx=_I- sn- I /- I (y), O<;y<;l, 
Jo K(k) 

in virtue of (2.5), and therefore 

/-I(y) = sn( K(k) f w(x)dX) , 0<y<;1. (2.30) 

Then/ clearly follows from the inversion of/-I. This proce­
dure will be applied in two of the examples considered in Sec. 
III. Equation (2.30) even permits the discrete-time map 
(2.4), which yields w(x), to be rewritten solely in terms of 
w(x): 

sn(K(k) f'+l W(X)dX) = Isn(IK(k) f' W(X)dX) 1 ' 

O<;x, <;I, O<;x,+I<;I, lE{2,3, ... }, kE[O,I]. 

(2.31 ) 

In the special case k = 0, the corresponding formulas are 

/-I(y) =sin(; fW(X)dX) , (2.32) 

sin( ; f'+ I W(X)dX) = 1 sin( I; f' W(X)dX) I· 

(2.33) 

Expressed in this manner, a discrete-time map is in an im-
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plicit form, i.e., solved neither with respect to x, + I nor with 
respect to x, . 

III. SOME EXAMPLES OF PRACTICAL APPLICATION 

( 1) In the case of a polynomial discrete-time map as 
described by (1.10) or (1.11), we have k = ° and/(x) = x 2 

withxE[O,I]. Hence, K = 1T12 and/-I(x) = {X, and con­
sequently there is convergence of {WI (x) ItEN} toward 

2d{Xldx 1 
w(x) = 1T(1-X)1I2 = 1T[X(1-X)]1/2' O<;x<;l, 

(3.1 ) 

which confirms the result (1.8) obtained by several authors 
in the special case of the quadratic map. On the basis of Sec. 
II, one understands why all the polynomial discrete-time 
mappings comprised in ( 1.10) give rise to the same invariant 
density. SinceI' (1) = 2, thus positive, w(1) = + 00. Since 
1'(0) = 0, we have (d/-I(X)ldx)x~o = + 00 and conse­
quently w(O) = + 00. Because of the continuity ofl' (x) in 
[0,1], w(x) > ° for all XE[O, 1]. The function/(x) = x2 is a 
solution of (2.27), which explains the symmetry of (3.1) 
about x =!. 

(2) The most direct generalization of ( 1.11) is 

x, = (sn(u,k)f, X,+ 1 = (sn(/u,k»)2, O<;u<;K(k), 

(3.2) 

In this case, the discrete-time map is rational. When I = 2, it 
IS 

X'+I = [4x,(1-x,)(1-k2X,)]/(1-k2X~)2, (3.3) 

being a generalization of the quadratic map (1.7). As ex­
pected, its inverse is expressed by two formulas: 

x;1) = rl(x,+ I) = [1- (1-x,+ 1 )1/2] 

x[1 + (1_k 2x,+I)I/2]-I, 

X;2) =r2(x,+I) = [1 + (I-X'+1 )1/2] 

X[I+(1-k 2x,+I)I/2]-I. 

Here again, we have/ex) =X2,/-I(X) = {X, and conse­
quently, irrespective of the value of IE{2,3, ... }, the invariant 
density associated with (3.2) is 

w(x) = {2K(k)[x(1 - x) (1 - k 2X)] 1/2}-1, 0< k < 1, 
(3.4 ) 

which generalizes (3.1). It is not symmetric about x = ! be­
cause x 2 is not a solution of (2.26). 

(3) With the discrete-time mapping 

X,+ 1 = x, I UI _ 1 (~1 - x~) I (3.5) 

stemming from 

x, = sin e, X,+ 1 = Isin Ie I, 0<;e<;1T12, 

there is associated as invariant density, 

w(x) = 2/[1T(1-X2)1I2] , O<;x<;l, (3.6) 

since /(x) = x and /-1 (x) = x. As x is not a solution of 
(2.27), there is no symmetry about x = !, but on account of 
I'(x) = 1, which entails d/-I(x)ldx = 1, VXE[O,I], 
w(x) >0, and w(1) = + 00. 

( 4) Intermediate between /(x) = x2 and /(x) = x, we 
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can consider 

lex) = ex2 + (I - e)x, O<x< I, (3.7) 

increasing steadily· from 0 to I as x increases from 0 to 1 
when -I<e<l. For/-I(x), we find 

/-I(X) = 2x1{1 - e + [( 1- e)2 + 4ex] 112}. 

Putting k = 0, the invariant density corresponding to the 
discrete-time mappings 

x, = e(sin 8)2 + (I - e)sin 8, 

x,+ I = e(sin 18)2 + (1 - e) Isin 181, 
0<8<1T12, lE{2,3, .. .}, 

or 

x,+ I = e(sin 8U1 _ I (cos 8»)2 

+ (1 - e)sin 8 IU,- 1 (cos 8) I, (3.8) 

in which 

sin 8 = 2x,l{1 - e + [( 1- e)2 + 4cx,] 1/2}, 

is 

{ [ 
4 2 ] liZ} - I 

w(x) =2 1T[(1-c)2+4ex]1/2 1- { x 2 112}2 . 
1 - e + [(1 - e) + 4cx] 

(3.9) 

(5) In Ref. 4, it was stated that the discrete-time map­
ping 

{
2xt' O<x, <!, 

x -
,+ I - 2 (I - x, ), 1./ ./ I z"'-x,,,,-

( 3.10) 

(rewritten in our notation) gives rise to the constant limit 
density 

w(x) = I, O<x< I, ( 3.11) 

according to Kac. 1 It is amusing to verify this result, pro­
ceeding in the backward direction starting from w(x) = 1. 
Let us assume that the function called/ throughout this arti­
cle exists and let us at first put the modulus k equal to zero, 
for simplicity. Then, according to (2.19), we must have 

2d/-
I
(x)ldx = 1, O<x<1. 

1T[1- (f-I(X»)Z]1/2 

Integration from 0 to y on both sides, where yE [0, I ], yields 

(211T)arcsin/- 1 (y) = y, 

and so 

(3.12 ) 

In tum, this gives 

lex) = (211T) arcsin x, O<x< 1, (3.13 ) 

which satisfies the condition (2.27) in virtue of the symme­
try ofw(x) = 1 about x =!. Since/ex) has all the necessary 
properties to be inserted into (2.1 ), we know at once that for 
every IE{2,3, ... }, 

x, = (211T)arcsin(sin 8) = (211T)8, 

x, + I = (211T) arcsin ( Isin 181), 0<8<1T12, 

is the parametric representation of a discrete-time mapping 
to which there corresponds w(x) = 1. Eliminating 8, the 
result is 

x,+ I = (211T)arcsin(lsin(/1Tx,l2) I), (3.14 ) 

or 
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Ix" 

2 -Ix" 

x,+ I = - 2 + Ix" 

O<x,<lIl, 

1I1<x, <211, 

211<x, <311, 

( - 1)'(2[112] -Ix,), (/- 1 )11<x, < 1. 

(3.15 ) 

The case (3.10) is simply that of 1= 2. It is somewhat aston­
ishing that repeating the calculations with 0 < k < I, hence 
with elliptic functions, does not yield a different result com­
pared to what we just obtained. The finiteness of w(x) at 
x = I implies that (d/- I (x)ldx)x = I be equal to zero or, 
equivalently, thatf'(l) = + 00. According to (3.12) and 
(3.13), such is indeed the case. 

(6) Let us return to the subject of Ref. 5, namely, the 
cusp-shaped map ( 1.5) and the associated limit distribution 
(1.6), which, afterlinear transformation so that both x, and 
x, + I belong to [0,1], give rise to (2.21) and (2.22), respec­
tively. Again, if we assume the existence of/and its inverse 
/-1, as well as k = 0, we can integrate from 0 to yin (2.19) 
withw(x) =2(1-x). The result is 

and so 

This, in tum, yields 

lex) = 1- (1 - (211T)arcsinx)ll2, O<x<1. (3.16) 

Here,J(x) and its inverse satisfy all requirements to be uti­
lized for the construction of a discrete-time map of the type 
(2.1) and (2.2): 

x, = 1 - [1 - (211T)arcsin(sin 8)] 112 

= 1 - (1 - 28 11T) 112, 

C. C. Grosjean 
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or 

X'+I = 1-{1- (2I1r)arcsin[lsinhr(x, _x;/2)I]}IfZ, 

O<x,<l, lE{2,3, ... }. (3.18) 

We know that solving this discrete-time map with respect to 
x, results in I real expressions [see (2.6) withk = 0]. Hence, 
in order to compare our result to (2.2l), namely, 

X'+I = 1-11-2x,ll/z, O<x,<l, 

we have to put I = 2. In this case, we find 

x, = 1 - (1 - 2(J /1r) liZ, 

or 

X'+I = 1- [1- (2I1r)arcsin(sin2(J)]I/Z 

= 1 - 11 - 4(J I1rll/z, 0< (J<1T12, 

(3.19) 

(3.20) 

(3.21 ) 

This is a cusp-shaped return map, but it is asymmetric with 
respect to x = !, and therefore it differs quantitatively from 
(3.19). The Cartesian graph of (3.21) starts at the origin 
with slope 2 and increases steadily toward the point 

(1 - (..[i12) , 1), where the slope is + 00. The slope jumps to 
- 00 as the curve starts to decrease, tending toward (1,0), 

where the slope becomes O. Both under (3.19) and (3.21) 
there is convergence of {w, (x) I tEN, xE[O,I]} toward 
2 (1 - x) as t -- + 00, but this is not paradoxical. Different 
discrete-time maps may give rise to the same invariant den­
sity, as is, for instance, the case with the maps comprised in 
(2.2) or (2.4) for I = 2,3, .... But here, the difference lies 
deeper: (3.19) is simply not a discrete-time map of the kind 
(2.2). Parametrically, (3.19) can be represented as 

x, = 2(J 11T, x, + I = 1 - 11 - 4(J 11Tl l/z, 0<(J<1T12. 

Still making use off(x) as defined by (3.16), this parametric 
representation of (3.19) becomes 

x, = 2f(sin (J) - [f(sin (J)]z, 
(3.22) 

confirming our statement made near the beginning of Sec. II, 
namely, that the type of discrete-time maps represented by 
(2.4) does not comprise all possible maps. It is practically 
certain that to all discrete-time maps with parametric form 

x, =2!(sin(J) - [f(sin(J)]Z, X'+I =f(lsinWI), 

0<(J<1T12, lE{2,3, ... }, (3.23) 

or even more generally, 

x, = 2f(sn(u,k») - [f(sn(u,k)W, 

x,+ I =f(lsn(lu,k) I), O<u<K(k), iE{2,3, ... }, 
(3.24 ) 

there corresponds a formula to calculate the limit function 
w(x), being the counterpart of (2.19) or (2.18), respective­
ly. In the special case of (3.16), this formula, where k = 0, 
should yield the same result as (2.19), i.e., w(x) 

=2(1-x). 
(7) In Ref. 13, one finds two examples of piecewise lin­

ear mappings of [0,1] onto itself, symmetric with respect to 
x = ! and giving rise to limit functions which are piecewise 
constant, with a finite jump atx = ! (cf. Fig. 2 of Ref. 14). It 
appears of interest to calculate with which discrete-time 
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maps of the type (2.2), where 1= 2, these limit functions are 
associated. Gyorgyi and Szepfalusyl4 consider 

{
I + e, O<x < !, 

w(x) = 
l-e, !<x<l, eE] -1,1[, 

and their first numerical example corresponds to e = - 0.6, 
in which case they obtain the symmetric map 

(

5X" 

ix, +i, 
x -,+ I - 13 _ 5X 

"8 4" 

5(1-x,), fo<x,<1. 

This discrete-time map is not comprised in (2.2) with 1=2, 
since the present formalism yields another dynamical law, 
nonsymmetric with respect to x, = ~. Indeed, inserting 

{
0.4, O<x < !, 

w(x) = I 
1.6, z<x<l, 

into (2.19) and integrating from 0 toy, we obtain 

{
2YI5, O<y<!, 

(211T)arcsinf-
l
(y) = 8"15 _ ~, 

:.r , !<y<1, 
and consequently, 

I 
{

Sin(1T)l15) , O<y<~, f- ( ) = ~ 
y sin ( 41T)l15 - 31T11O), !<y< 1. 

In turn, this leads to 

{
(511T)arCsin y , O<y<sin(1TIIO) = (J5 - 1)/4, 

fey) = . i + (5/41T)arcsmy, (,j5 - l)/4<y<1. 

Equation (2.2) with 1= 2 yields 

{ 
!(sin(21Tx,l5»), 

x,+ I = f(sin{[ (8x, - 3)1T]/5}), 

O<x,<!, 

!<x,<1. 

Taking into account the various intervals of validity, we ob­
tain as final result: 

2x" O<x,<!, 

x,12 +~, 1<x,<!, 

X'+I = 2x, -~, !<x,<ti, 

lj - 2x" ti<x,<ti, 

8(1-x,), ti<x,<I, 

which is a piecewise linear, non symmetric discrete-time 
map. The absence of symmetry with respect to x, = ! could 
be foreseen sincef- I does not satisfy (2.25) in this case. The 
situation is similar to that of our example (6). 

In the case e = 0.6, Gyorgyi and Szepfalusy obtain 

(

iX!' 
5x, -~, 

x -,+ 1- 7 _ 5x 
:1 t' 

i(1-xt ), ~<x,<l, 

whereas analogous calculations as we carried out above yield 
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2x" O<xt <!, 

8xt -~, !<Xt<~, 

x t + 1 = ~ - 8x" ~<Xt<~, 

i - 2x" §<xt <!, 

!(1-xt ), !<xt <1. 

The calculations may also be worked out for arbitrary 
cE]-I,I[ and the result compared to Eq. (3.9) of Ref. 13, 
but several subcases have to be distinguished. 

(8) Finally, let/ex) be of the form 

lex) = a + (b + b 'x2) 1/2, O<x< 1. 

This should be a single-valued, real, continuous function ofx 
on [0,1], increasing steadily from 0 to 1 as x increases from 0 
to 1. Such is the case when 

a= _b Il2 , b'=1+2b l12 , b,>O. 

Putting b 1/2 = c, we obtain 

x t + 1 = 

/(x) = _c+[c2 +(2c+l)x2]1/2, O<x<l, c,>O, 

(3.25 ) 

satisfying all requirements and having its derivative function 
I' (x) continuous in [0,1]. It constitutes a way of generaliz­
ing /(x) = x, which is the special case c = O. When c > 0, 
1'(0) =Oandl'(1) = (2c+ 1)/(c+ l}>O,andtherefore, 
w(O) = w(1) = + 00 can be expected for any kE[O,l [. Us­
ing the Jacobian sn function, an acceptable discrete-time 
map is obtained in parametric form: 

Xt = -c+ [c2 + (2c+ 1)(sn(u,k»)2]i/2, 

x t+ 1 = -c+ [c2 + (2c+ 1)(sn(/u,k»)2] 1/2, (3.26) 

O<u<K(k), c,>O, 

for every value of I belonging to {2,3, .. .}. This example is 
given in order to show that a function/which is still relative­
ly simple may give rise to discrete-time maps of high degree 
of complexity, especially as the integer value of I increases. 
The simplest map contained in (3.26) is that corresponding 
to I = 2. Its explicit form is 

Even for 1= 3, the formula relating X t + I to X t is already considerably more complicated and yet, for any IE{2,3, ... }, the 
sequence {Wt (x) I tEN, XE[O, I]} starting from an arbitrary normalized initial wo(x) converges toward 

(2c+ 1)1/2(c+x) 
w(x)=----~----------~--~~~~~----~--------~ 

K(k){x(1 - x)(2c + x)(2c + 1 + x)[2c + 1 - k 2x (2c + x) ]}1/2 

Forc>O, we indeed have w(O) = w(1) = + 00. For c = 0, wherefore/ex) =x,J'(x) = 1, the singularity atx = 0 disap­
pears as w(x) reduces to 

w(x) = {K(k)[(1-x2)(1- k 2x 2)]1/2}-I, 

generalizing (3.6). 
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On unitary SU(N) ordered exponentials in a strong coupling limit 
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A construction is given of the leading, averaged output dependence of a unitary ordered 
exponential in the strong coupling limit of rapidly fluctuating input. While valid for any 
SU(N), the method does not provide "fine structure" corrections to the leading output 
behavior. Numerical illustrations are given using a simple SU (3) example. 

I. INTRODUCTION 

This paper is meant as a first, and partial generalization 
to SU (N) of the techniques and results of two previous pa­
persl,2 dealing with the approximation of ordered SU(2) 
exponentials in the stochastic limit. Such ordered exponen­
tials (OE's) are found in almost every field of mathematical 
physics which deals with more than one degree of freedom. 
Typically, one finds that analytic, continuum calculations 
for quantities of physical interest are rendered impossible by 
the presence of an OE, with perturbation expansions remain­
ing the only straightforward method of approach. For strong 
coupling (SC) problems, however, that avenue is blocked; 
with the exception of machine estimates written for specific 
problems, it has not been possible to proceed in any system­
atic way. 

The goal of the present approach, for which this paper 
is, hopefully, a useful first step, is to exhibit for arbitary N the 
functional dependence of an OE on its input dependence, in 
the sense that the expected, rapid fluctuations of the output 
in the stochastic regime are suppressed, and only the "aver­
age," or relatively slowly varying, amplitudes are repro­
duced. (This slowly varying dependence is, however, quite 
dependent upon the frequency of the rapid fluctuations.) 
Certain technical limitations of the present work restrict the 
validity of this analysis, rendering incomplete the "fine 
structure" (FS) analysis of the previous papers; neverthe­
less, the construction given below should provide a descrip­
tion of the leading behavior of an OE, as a functional of the 
defining input dependence, in the stochastic or rapidly fluc­
tuating limit. 

The general OE ofinterest may be described as the solu­
tion to the differential equation 

~~ (t;E) = iAaEa (t) U(t;E) , (1.1) 

with the initial condition U(O;E) = 1; that is, 

U(t;E) = (exp(i f dt' }..-E(t '))) + ' (1.2) 

with Aa the N 2 
- 1 independent, Hermitian, fundamental 

representation matrices (the Gell-Mann matrices) of 
SU (N), satisfying the properties 

aJ Permanent address: Physics Department, Brown University, Providence, 
Rhode Island 02912. 

b) Unite Associee 767 au Centre National de la Recherche Scientifique, Phy· 
sique Theorique, Parc Valrose, 06034 Nice Cedex, France. 

tr [Aa] = 0, tr [AaAb] = 28ab , 

!. [Aa ,Ab] = ifabcAc , 

!'{Aa,Ab} = (2IN)8ab + dabcAc . 

The arguments of the OE U(t;E) have been written to 
emphasize its functional dependence on the input vector 
Ea (t '), as well as on the specific t dependence of its output 
form. Frequently, the OE's which appear in various prob­
lems are intended to be used as part of the integrand of a 
subsequent functional integration, weighted with an appro­
priate probability distribution. For example, if Ea (t) 
= g*vft (t)*Aa *Aft a(x - S~ dt' v(t ')), where A ~ is a gauge 
field and the four-velocity vft (t) is represented by dXft (t)ldt, 
the trace of the corresponding OE will define-before quan­
tum fluctuations are attempted-a QCD Wilson 100p.3 If, on 
the other hand, Ea is proportional to the symmetric, spatial 
gradients of a fluid velocity, one can formulate4 the "vortex 
stretching" term of three-dimensional fluid dynamics. When 
the probability weightings used are, or are close to, white­
noise Gaussian, one may expect very rapid fluctuations of 
the input E vectors; and this behavior has previously been 
termed "stochastic." Because this paper deals only with the 
"deterministic" behavior of U(t;E)A under rapid, nonran­
dom fluctuations of the unit vector E = EIE, E = (E2) 1/2, 
we will henceforth use the phrase "rapidly fluctuating in­
put" (RFI) to denote that portion of the SC regime studied 
here. 

The weak coupling regime, defined by S~ dt' E(t ') ~ 1, 
is essentially perturbative and poses no problem. The SC 
regime, for which S~ dt' E(t ') > 1, has two natural and op­
posite limits defined most simply in terms of the dimension­
less ratio p ~ IdEldt liE. For p = 0, that is for a constant 
unit vector E, the OE of ( 1.2) reduces to an ordinary expo­
nential, if one merely rotates the coordinate axes such that 
anyone of them points in the E direction. Hence, for p ~ 1, 
one may expect a set of "adiabatic" approximations to U, 
defined as corrections to the p = 0 limit; this has been dis­
cussed in some detail for SU(2) in Ref. 1, and can be ex­
tended to SU (N), although it will not be treated here. The 
other, opposite limitp~ 1 defines the much more interesting 
RFI situation, and is the subject of this paper. 

As in the SU (2) case, one finds that the complex coeffi­
cient functions Fa, Fa in the representation 

(1.3 ) 
a 

are given as rapid fluctuations superimposed on a slowly 
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varying, or averaged background; and the time variations of 
the latter depend in a nontrivial way on the rapid fluctu­
ations of the input. In contrast to the SU (2) case, where the 
four coefficient functions Fo, - i* Fa are real, the corre­
sponding functions of SU (N) are complex, and one must 
pay special attention to the unitarity property of the U, fol­
lowing from (1.1) or (1.2), 

(1.4 ) 

which places certain restrictions on the coefficient functions. 
Because of the need to maintain unitarity, the theoreti­

cal work in this paper will make use of the representation 

u=exp(i~AaGa), (1.5) 

with G=GIG, G=(G2
)1/2, and Ga a real vector with 

L = N 2 - 1 components. Approximate forms will be found 
for G and G in the RFI limit, and a simple conversion made 
to the coefficient functions of (1.3). For that conversion, as 
well as for use in other steps of the analysis, a version of an 
ancient representation due to Lagrange and Sylvester5 will 
be used, and will be denoted by the phrase "normal form," 

YeA,ov) = I Y( S/) [l.- + l.-Aa as/] , (1.6) 
I N 2 aVa 

where the SI denote the N eigenvalues of 'A.°v, with Va an 
arbitrary, L = N 2 

- 1 component vector. The derivation of 
(1.6) is elementary, holds for any Y(z) whose Fourier 
transform exists, and has been relegated to the Appendix. 

Because it is appropriate to compare the results of the 
RFI approximation with the "correct," numerically inte­
grated coefficient functions, the latter have been computed 
using an algorithm6 that guarantees unitarity. There, for a 
fixed time interval At one first replaces (1.1) by the differ­
ence equation, 

U(t + at) = U(t) + i'A.oE(t)atU(t) ; ( 1.7) 

and then, in order to insure the unitarity of the numerically 
integrated solutions, one replaces (1.7) by the equation 

U(t + at) = U(t) + (i12)'A.oE(t)at [U(t + At) + U(t) 1 , 
(1.8 ) 

which is the same as ( 1.7) and ( 1.1 ) only in the limit at = O. 
The "solution" to (1.8) may be written as 

U(t + at) = (1 + (i12)'A.
o
E(t)at)U(t) , (1.9) 

1 - (i12)'A.oE(t)at 

and is rigorously unitary, by inspection; that is, if U(t) is 
unitary, then U(t + at) is also. Equation (1.9) has been 
used to compute the "exact" amplitudes with which our ap­
proximate forms are compared. 

As in Ref. 1, the essential idea is to extract, in the large-p 
limit, the slowly varying envelope upon which the rapid fluc­
tuations ride, for in any physical context it is surely only the 
slowly varying behavior that is of interest. Simple (unitar­
ity) considerations would, as for the SU (2) case, suggest the 
improvement of the leading, "averaged" dependence, by in­
cluding FS corrections expressible in powers of lip. How­
ever, for general SU(N), and in particular as N increases, 
there will appear a certain difficulty in calculating FS terms, 
and for reasons quite distinct from the "technical" difficul-
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ties alluded to above, Very simply, most of the coefficient 
functionals Fa will be expressed as increasingly nonlinear 
functions of the Gb ; and if one is interested in the slowly 
varying, or averaged behavior of the Fa' one will have to 
perform averages over the corresponding combinations of 
the Gb • Our analysis, however, is ;eally simple only in its 
extraction of average values of the Gb ; and since the average 
of products is not equal to the product of averages-in par­
ticular, some slowly varying, FS dependence is always 
missed-one may expect that, for certain Fa, the FS depen­
dence estimated in the manner of Ref. 1 is bound to be in­
complete. For this reason, as well as for the "technical" rea­
sons described below, the results of this paper are restricted 
to the leading-order estimates of Fo and the Fa' which are 

constructed from those parts of the averaged Gb indepen­
dent ofp (and, as in Ref. 1, from thep-dependent G). 

Finally, a word must be said about the level of rigor -or 
its absence-in this paper. When the analysis becomes too 
difficult to permit a brute force extraction of a desired result, 
an appeal will be made to intuition, to an argument labeled 
by the phrase" ... what else can it be?" And it may well be that 
some subtlety not forseen by the author will answer this 
question in a manner different from that found here. On the 
basis of the numerical comparisons noted below this would 
not appear too likely; but it must be understood that, without 
honest mathematical rigor, such possibilities exist. Never­
theless, the predictions made in this paper are, at the very 
least, interesting; and they may even be true. 

II. ESTIMATING G 
A. The differential equation 

One begins with the representation (1.5), differentiat­
ing U and substituting into the original Eq. (1.1), to obtain 
the nonlinear relation 

'A.oE = (dJ1 eil-'A.G'A. ° d G e ~ il-'A'G , 
Jo dt 

or 

(2.1 ) 

In all of the following we will assume that the time variation 

of the components ita follows the rule 

(2.2) 

where the quantitiesPb are constants. It then follows that p 
and it are orthogonal, and that the norm of it is unchanged. 
For simplicity, we will also assume that the magnitude E 
does not depend on time. From the experience of Ref. 1, 
validated by the SUe 3) example of the next section, one may 
expect that the form of our leading dependence will be essen­
tially unchanged even if p and E are time dependent, as long 
as the condition p ~ 1 is maintained/-.. 

Separating G into the product GG, and calculating the 
trace of all the multi commutators of (2.1) (which are ob­
tained by expanding and resumming in powers of J1), one 
builds 
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A A i dG [ I ] Ea = Ga (E·G) + - I _b (I _ e2iA•GG ). ~ , 
2 b dt A.G ba 

(2.3 ) 

where the (A \k = i"iijk form t~ adjoint representation 
matrices of SU (N). Solving for dG I dt, with the aid of the 
relation 

(1 - e2iz
) -I = HI + i cot(z)] , 

one can rewrite (2.3) in the form 
A 

dGa A A A A A 

Tt= JabeGbEe + [A·Gcot(A·GG)]ab(Eb - Gb(E·G»). 

(2.4) 

As in the SU (2) case, the magnitude G is given in terms of G 
in the following way. Multiplication of (2.1) by ~a Ga yields 
the relation 

G.E= dG, 
dt 

which, together with the initial condition G(O) = 1, pro­
vides 

G(t)=i'dt'E(t').G(t')' (2.5) 

showing that G is completely specified by knowledge of G. It 
will be convenient to introduce a new variable, r, defined by 
dr = dt * E(t), r = f~ dt'* E(t'), in order to rewrite (2.5) 
and (2.4) as 

G( r) = L· dr'E( r') . G( r') (2.6) 

(2.7) 

For SU(2), where thelabe = Cabe' it is easy to see that 

[

A 2 A A 

(A·G) 1 ab = Dab - Ga Gb , (2.8) 

and that (2.7) reduces to 
A 

dG A A A A A A 

dr = -ExG + (E-G(E·G»)cot(G) , (2.9) 

as quoted in Ref. 2. For SU(N), with N> 2, there is no rea­
son to believe that the equation corresponding to (2.9) will 
depend only on the "group invariant" G2

, for there are other 
invariants, depending on N, such as dabeGaGbGe, which 
could appear in the corresponding equation. It is here that 
the first stumbling block to a straightforward analysis arises, 
for the averaging method to be used requires a certain clo­
sure property, which is difficult to see directly from (2.6). 
What we shall do, instead, is to consider first a model prob­
lem, in which one pretends that the internal structure of 
(2.7) is analogous to that of SU (2). Then, on the basis of 
that model result, we guess the form of the more realistic G 
dependence in the large-p limit. Finally, with the aid of the 
exact (2.7), we can estimate the size of the coefficients of the 
various ~rms, and find, for large p at any finite r, that the 
leading G dependence is just that of the model calculation. 
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Needless to say, one would prefer a more straightforward 
argument; but indirect as the present estimates are, they do 
agree with numerical computations in at least one simple, 
but decidedly nontrivial case of SU (3), as shown in the fol­
lowing section. 

B. A Simplified model 

For N> 2, the relation generalizing (2.8) can be written 
in various ways, but each of them apparently too complicat­
ed to permit the estimation of multiple products of (A *G)2, 
leading to a closed form for the quantity (A *G)cot( (A *G»). 
To obtain a simple form for the latter, we introduce the mod­
el approximation 

A. 2 A A 

(A·G)ab = PDab + QGaGb , (2.10) 

which, effectively, pretends that the internal group structure 
here is that of SU(2). There are other terms which could 
possibly be ad~e':!. to the rhs of (2.10), such as dasrGr *dbs,Gp 

and dabr *drs,GsG" which can appear automatically for 
N> 2. A compact method of writing the exact rhs of (2.8) 
uses the "normal form" to express the combination in terms 
of Gell-Mann matrices and the corresponding d abe of 
SU(L), with L = N 2 

- I, and is noted in the Appendix. 
With the model approximation of (2.10), the only re­

flection of arbitrary N lies in the coefficients P and Q, which 
are determined by insisting that the combination continue to 
be orthogonal to either G a or G b; and that the normalization 
be appropriate to tr(A*G)2). In this way, one finds that 
- Q = P = CA (N)/(L - I) = N I(N 2 

- 2), where CA is 
the eigenvalue of the first Casimir operator in the adjoint 
representation. Repeated products of (2.10) can then be 
summed to yield a differential equation for G, 

-labeEbGe +,jP cot (,jPG)(Ea - Ga (E·G»). 

(2.11 ) 

With the model (2.11), it will be possible to formulate an 
"averaged" approximation to the coefficient functions of 
U(t;E); the technique to be used resembles that of the SU (2) 
calculation, but is different in detail because of the need to 
work with a relatively large number of Ga components, 
growing as N 2 for large N. If an equation, similar to (2.11), 
could be obtained without recourse to the model approxima­
tion of (2.10), one would be in somewhat better shape as far 
as the FS is concerned; for the leading dependence of G in the 
large-p limit, however, it will be argued below that the model 
estimates are sufficient. 

We now form the following three quantities, I 

= Labe Ga PbEe, J = La EaGa, andK = ~a PaGa, and ask 
for the equations satisfied by these objects in an averaged 
sense, retaining only bilinear products of rapidly oscillating 
dependence, such as EaEb andJ itself. As in the SU(2) case, 
a cursory examination of any numerical output suggests that 
J is approximately a constant, of order lip, which means 

that G will have small but rapidly oscillating components in 
phase with those of E. If it turns out that K has a slowly 
varying part, then that will also be true of G. 

With the aid of (2.11 ), one builds the relations 

H. M. Fried 1277 



                                                                                                                                    

dI = N (K _p2J) -Jlff cot (ffG) , 
dr L 

dJ =I + ff cos(ffG)(1-J 2) , 
dr 

dK = -I-ffJKcot(ffG) , 
dr 

(2.12 ) 

(2.13) 

(2.14 ) 

where the last two of these equations follow from (2.11) 
without approximation, while the first has used the averag­
ing replacements 

(2.15 ) 

and 
A A 2 

(EaGb) = Dab (J)IL +fabcPc(I)INp . (2.16 ) 

In writing (2.15) and (2.16), the tacit assumption has been 
made that there are in fact L = N 2 

- 1 rapidly oscillating 
components Ea; and that their time average over rapid fluc­
tuations is of the same form as is their stochastic average. For 
other situations, such as the SU (3) example of the next sec­
tion, the normalization factor (L IN) of (2.12) will be 
changed; but this change will effect only the FS dependence. 
Equation (2.16) represents a statement of internal consis­
tency, which is compatible with the definitions of both I and 
J. 

As in the SU(2) case, we use the "experimental" fact 
that J can be considered to have a small constant, or aver­
aged value, on which is superimposed rapid fluctuations. 
Neglecting, or averaging over such fluctuations, one then 
sets dJ I dt = 0 to obtain from (2.13) 

I~ - ff(1- J 2)cot(ffG) , (2.17) 

whose derivative then yields 

dI ~ _ ff (1 - J 2)( - J ff) 
dr sin2 (ffG) 

(2.18 ) 

Comparing (2.18) with (2.12), one finds thatK must, on the 
average, be considered as a constant, of value 

K = Jp2 + (L IN)PJ(1 - J) . (2.19 ) 

Since the lhs of (2.14) is to vanish, one then concludes that 

I= -JKff cot (ffG) . (2.20) 

Finally, a comparison of (2.20) with (2.17) yields 

JK= O-J2), (2.21) 

which, together with (2.19), serves to determine J as a func­
tion ofp, 

(L IN)PJ(1 - J2) + Jp2 = (1 - J 2)IJ, 

or 

J2 = (1 + (LIN)P+p2) 
2P' (L IN) 

[ ( [ 
2ffL7N ]2)112] 

X 1- 1- (1 + (LIN)P+p2) . (2.22) 

The negative sign of the square root has been chosen so that J 
tends to zero as p increases. For large p, one has 

J2~(1 + (LIN)P+p2)-1 +"', (2.23) 

that is,J ~ 1/ p. Factors depending on Nand L appear only in 
higher-order corrections to the leading RPI behavior, and 
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even though this is just a model computation, we argue be­
low that the same feature will be true in an exact rendering of 
the leading, large-p behavior. 

From (2.21) and (2.23) we now infer that K should be 
assigned an average vaue, K = (1 - J 2) I J, and from the 
definition of K one concludes that, to leading order, there 
must be assigned an averaged, nonzero value: Ga = Pa' Our 
model solution, denoted by the quantity U, is then 

i' E U = /AaPaG , G~ dt' -. 
a p 

(2.24) 

This result is equivalent to that of the previous (and some­
what different) SU (2) calculation in the limit of very large 
p. Since thepa are specified input constants, one can proceed 
from (2.24) to the coefficient functions Fa, Fa by the use of 
the normal form, (1.6). If the differences between products 
of the averages of G components and the averages of the 
same products is a FS effect, as is true in all the SU (2) work 
and in the SU (3) example of the next section, then the lead­
ing, large-p behavior of the coefficient functions is obtained 
from (2.24). 

C. Guessing the solution 

How could the use of the exact (2.7) change the model 
result (2.24) that followed from (2.11)? The only (reasona­
ble) difference would be that Ga would have a constant 
(averaged over the rapid fluctuations) part that now de-

pends on unit vectors W ~i) ( p) more general and more com­
plicated than the W~I) = Pa alone. Such unit vectors, or­
thogonal to thepa' can be constructed out of the gradients of 
the N - 1 independent invariants tr([).op] I); e.g., if 
dabc Pb Pc = jed Idpa) (drs, Pr Ps p,), then one choice for 
w(2)a is 

(dabcPbPc - Pa da{3yPaP{3Pr) 

. (I d ~bcPbPc - [drst Pr Ps p, ] 2) -1 
One would then expect to find a representation for the aver­
aged G in the form of a sum of such terms, 

A A 

G -" W (i) ( ~) a - ~ Ci a P , (2.25 ) 

where the coefficients Ci remain to be determined, but where 
the overall normalization is chosen to satisfy G 2 = 1. Under 
a set of reasonable assumptions, we now obtain the leading 
behavior of these coefficients. 

To see how this goes, return to the exact equation (2.7) 
for G, and calculate the time variation of the same I,J,K 
quantities as before. One can no longer carry through the 
process of writing the quantity 

Qab = [AoG cot(AoG G) lab 

in closed form; but since Qab will only be used to estimate 
leading orders of magnitUde when averaged, or contracted 
with an Ee> this will not be too important. Based on the 
SU (2) work, on the model of the previous section, and on 
the SU (3) example of the next section, we now introduce 
two assumptions which form the basis of the argument to 
follow. 

(1) Contraction with any Ec (t) produces for an arbi­
trary ff (G) a result of one nominal order lower in p, 
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A A AA 8 A 

(EaY(G» = (EaGJ ~Y(G)IG_G(O)' (2.26) 
8Gc 

where G (0) denotes the constant dependence of G of O( 1), 
after averaging over the rapid fluctuations. Again, we adopt 
the internally consistent relation (2.16), and assume an 
averaging over all L = N 2 

- 1 components Ea' By this as­
sumption, (1)-0(1), (J)-O(1lp), and (K)-O(p). 

(2) The time average (q) over rapid fluctuations of any 
quantity q( r) may still depend on a slowly varying r depen­
dence; and (dqldr) = d (q)ldr. All slowly varying depen­
dence-such as that of G = f dr' J -will be treated as con­
stants during the averaging over rapid fluctuations. [Were 
this not the case, then some of the O(1lp) could conceivably 
be associated with slow variation of the G dependence.] 

Since ~o approximaJ.ion is now considered for the Qab' 
and since G a Qab = Qab G = 0 by virtue of the definition of 
A ab , we can drop the corresponding term on the rhs of the 
exact (2.7). ThecounterpartsofEqs. (2.12) through (2.14) 
then become 

(2.27) 

(2.28 ) 

(2.29) 

where the averaging symbols ( ) have been suppressed, as in 
Sec. II B, but where an averaging has been performed to 
obtain each of these three equations. If, again, we call upon 
the "experimental" knowledge that J is a constant, in the 
large-p limit, we may infer from (2.28) that 

Iz, (1/L)tr Q, (2.30) 

and then, from (2.27), that 

K z,Jp2 + ..!...!!....- tr[ ]. 
N dr 

(2.31) 

Substituting into (2.29), and comparing with (2.30), one 
can see that tr Q( r) satisfies a forced harmonic oscillator 
equation, with frequency (1/21T) * (N I L) 1/2 and driving 
term given by Pa (Eb Gc)(a laGc )Qab IG(O)' More detailed in­
formation is difficult to extract; but for our purposes essen­
tially all that is needed is (2.31), which says that to leading 
order, K = J *p2. In terms of G, t~s means that ~a Pa Ga 
= pJ, and one can conclude that G is given by a series of 
terms of the form of (2.25), of which the coefficient multi­
plyingp, say C I' is given by p* J. In the previous model calcu­
lation, we knew that CI = 1, but that information is missing 
here. In general, G may very well have projections in 
(group) directions orthogonal to p, as explained just before 
(2.25). A 

Suppose that G does have a projection in the direction of 
a unit vector D( jJ) perpendicular to p. Analogous to t,R-e 
quantities K and I, one may define the sums M = ~a Va Ga 
andP = ~a IabcGaVbEc' where Mmeasures the projection of 
G in the D direction, and the averaging of P must generate a 
term of O( 1/p). Following the same averaging techniques, 
one then finds that 
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and 

dM 

dr 

dP 

dr 

(2.32) 

N N 
--Jv'p+-M 

L L' 
(2.33) 

where the first term on the rhs of (2.33) has been included, 
for clarity, even if the value of this term is zero; another pair 
of terms, not shown, have vanished by symmetry. That first 
term is zero because v has been chosen orthogonal to p; but if 
it did not vanish it would contribute a term of order unity to 
(2.33). Because all rapid fluctuations of P have been aver­
aged away, so that dP Idr is at least of O( 1/p), the inescap­
able conclusion is that M must ~lso be of O( 1/ p). If this 
arbitrarily chosen projection of G is O(1lp), then to 0(1), 

A A 

the properly normalized G can only be given by G = p; then, 
CI = 1, andJ-1/p. 

By this construction, the model result (2.24) is correct 
for the non-FS terms of O( 1) in the coefficient functions 
Fo, Fa built from (2.24) with the aid of the normal form 
representation. This statement will next be verified with the 
aid of a simple but nontrivial SU (3) calculation. It must be 
remembered, however, that in the passage from the G de­
scription to that of the coefficient functions, we are going to 
assume that the difference between the average of a product 
ofG components and the product of the corresponding aver­
ages is of higher order in 1/ p. In fact, in the discussion of Sec. 
II B, we have cavalierly ignored the difference between the 
average of products of the I, J, K and the corresponding 
products of the averages; this is obviously wrong, since it is 
easy to see that 

(KJ) - (1 + 1/L) (K) (J), 

(IJ) - (1 + 2/ L ) (1) (J), (J 2) - (J) 2 + 1/ L . 

In spite of these omissions, the O( 1) results of the model are 
unchanged. For the Ga , the neglect of such correlations does 
seem to be a viable assumption, as is born out by the calcula­
tions (and figures) of the next section. 

III. AN SU(3) EXAMPLE 

The simplest, nontrivial example of an SU (3), OE has 
but a single component of p, driving two components of Ea 
each in a different "sector" of SU (3). That is, we suppose 
that the only nonzero components are E2 = cos(wt) and E5 
= sin(wt), so that Pa = 8a7 'p with p = 2*(wIE). Hence 

FIG. 1. A superposition of O( 1) averaged approximations and four numeri­
cally integrated functions, for E = 10 and UJ = 60. 
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FIG. 2. The same as in Fig. 1, except that (J) = 90. 

the leading G ~o) = Da7 , and the nonzero coefficient func­
tions Fo, Fa are easily worked out to be 

and 

Fo = H 1 + 2 cos G 1 , 

F7 = i sin G, F3 = HI - cos G ], 

Fg = (1I2vS)[ I - cos G 1 . 

(3.1) 

(3.2) 

A superposition of these four predictions with those of 
the numerically integrated solutions is given in Figs. 1 and 2, 
in the simplest possible situation of constant CtJ and E, for two 
different values of p. (Here and subsequently we use the 
notation Ra and la to specify, for this special input, the non­
zero real and imaginary parts, respectively, of the Fa .) Only 
for Rg is the agreement less than satisfactory; and this will be 
discussed separately, below. 

At larger t values, however, there is another source of 
error in the graphical presentation of these results, as the 
differences between the numerical integrations and the true 
solutions become evident. This is to be expected since ( 1.8) 
and ( 1.1 ) become the same only in the limit 11t ..... 0; for finite 
!:t.t the numerically integrated functions start to separate 
from the exact solutions, and this separation becomes 
greater the larger the value of t. In Figs. 3 and 4, produced 
for the same t-dependent p (t) but for different values of !:t.t, 
this "!:t.t" effect can clearly be seen. One infers that, in the 
limit of very small !:t.t, the smoothly varying part of the exact 
functions are well described by (3.1) and (3.2), even whenp 
depends upon t; the only requirement is that p~ 1. 

DT= ',)05 Ohl= 60 

E(T)= IO+2'COS(T'T) 

FIG. 3. A superposition of approximate and numerically integrated func­
tions for Ro and 17, with (J) = 60 and E(t) = 10 + 2· cos(t 2), for 
at = 0.005. 
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DT=0005 OM= 60 

E(T)= IO+2'COS(T'T) 

17 

RO 

FIG. 4. The same as in Fig. 3, except that M = 0.0005. 

Finally, one comes to the remaining five functions 
whose O( 1) dependence is predicted to be zero by this analy­
sis, 12, Is, R l' R 4 , and R 6 • Figure 5 clearly shows that these 
functions decrease at least as fast as lip; and it also shows the 
existence of higher harmonics present in those curves, which 
becomes especially clear for larger values of p. 

Although no statement ofFS has been attempted in this 
paper, it is perhaps worth remarking that an attempt to write 
down appropriate corrections to all of these functions can be 
organized by using the model forms of Sec. II B, for this 
simplest case of SU (3). This is not completely correct for 
reasons mentioned above: neglect of the O( lip) terms due 
to the difference of averages of products and products of 
averages, and due to the uncertainties of the model itself. But 
it is at least interesting to see how closely such FS can ap­
proximate the structure of the numerically integrated func­
tions. For a set of O( lip) corrections to the Ga , computed in 
a straightforward way and converted to the coefficient func­
tions, this is shown in Fig. 6. Clearly, one is on the right 
track, even if other, neglected effects become important at 
later times. 

IV. SUMMARY AND CRITIQUE 

A partial, first step towards the SC, RFI approximation 
ofSU (N) OE's has been suggested in this paper, in which the 
leading terms of that OE are specified. A comparison with 
the numerically integrated functions of a simple but nontri­
vial SU (3) example illustrates the sort of agreement that 
may be expected. 

While interesting, and of probable future use in estimat­
ing functional integrals over distributions close to white­
noise Gaussian, the analysis is incomplete in that it is unable 
to extract the O( lip) corrections. The method of analysis 

on= 60 Dr1= 90 on= 120 on= 160 

R4 
tftN~\VW~~ 

R4 __ R4 __ P4 

12 NmWtM 12 ~Wh\\\\lllt 12~ 

R6 ----w. 
R6 __ REo 

15 15 15 
~ wta WII!iiIWI 

RI ____ RI __ PI 

FIG. 5. Numerically integrated functions which are (at least) ofO(1lp) 
illustrated for E = 10 and four choices of p. 
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R3~ RI~ 

R3~ R 4 ---..rv\/\. 

RO~ 
R6~A. 

12 JVVV\ 15 \f\N\!\ 
17/ 
FIG. 6. An example ofFS for the set of nine functions, in the SU(3) exam­
ple described in the text. 

also leaves unproved an assertion on the sources of D( 1/ p) 

dependence. It will therefore be worthwhile to list those in­
adequacies of this treatment; if such difficulties could be 
overcome, one would have a much more satisfying approach 
to this entire problem. 

( 1) The diff~rence between an average of products of 
the components Ga and the product of corresponding aver­
ages has been treated as an effect of relative D(1/p). This 
could be proved if one were sure that slowly varying G( 7) 

dependence does not contrib~e D( 1/ p) terms which have 
here been associated with the Ga dependence. In this paper, 
averages over rapid fluctuations have been taken under the 
assumption that the G( 7) factors may be treated as con­
stants, for which case the D( 1/ p) behavior is as stated. With 
one possible exception, the SU (3) example seems to bear 
this out; but no proof has been given. 

(2) The averaging process used has been the simplest 
A A 

possible, with every contraction of an E component with a G 
~omponent assumed to be ofD( 1/p), and all noncontracted 
G components replaced by their D( 1) average value. In ef­
fect, no higher harmonics of the RFI were considered, even 
though one can see them appearing in Fig. 5. Further, the 
averaging process depends on the number of nonzero E com­
ponents, with different normalization factors appearing in 
different situations. 

With one exception-the discrepancy associated with 
Rg in Figs. 1 and 2-these assumptions appear to work quite 
well. Within the context of this approach, one can try to 
understand possible reasons for such poor accuracy. Since 
Rg really depends on G/, one might expect that this is an 

A A 

indication that the difference between (G/) and (G?)2 can 
A 

beofD( 1). However, R3 also depends upon G/, and there is 
no corresponding effect there, [Rs has been numerically cal­
culated for a variety oflargep values, and one finds no appre­
ciable difference between the vertical separation of the ap­
proximate and numerically integrated curves, measured at 
the same geometric points (e.g., at that value of t corre­
sponding to the intersection of R3 and Ro).J One might next 
ask if this is a "tl.t" effect, due to the inaccuracies of the 
numerical integration; but the answer is, again, no. The only 
possibility left is an error in the numerical integration, al­
though that has also been rechecked. As it stands, the author 
has no explanation for the discrepancy of the Rg curves. 

Many of these difficulties would disappear if a useful 
representation of (A *G)2 could be found, similar to that of 
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the model of Sec. II B. This is important because it surely 
holds the key to a development of the FS corrections. In the 
previous SU(2) analysis, it was possible to calculate the 
D(l/p) corrections, which can always be relevant to some 
physical situation. For example, in the problem of neutrino­
anti neutrino oscillations in the presence of a constant plus­
time-periodic magnetic field,? the probability IN 12 of finding 
an anti neutrino at time t, when there was none at time t = 0, 
is just one of finding the FS to the OE representing the solu­
tion to a pair of coupled, first-order differential equations for 
the neutrino and antineutrino amplitudes. In the notation of 
Ref. 7, the answer to that problem is 

INI2 = [(Wm) sin((2wBr/w) sin.
2
(wt/2) -WBt)]2 

W B [1 - r sm(wt)] 

for fixed wt, r=J= ± 1, and Wm ~WB. It corresponds to the 
square of certain O( 1/p) terms (F1

2 + F/, in the notation of 
Ref. 2), where p = 2(wB /wm ) 11 - r sin(wt) I. 

In spite of the limitations described above, it is hoped 
that this paper will point the way towards a systematic meth­
od for the approximation of OE's in the RFI limit. 
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APPENDIX: DERIVATION OF THE "NORMAL FORM" 

The derivation of ( 1.6) may be sketched as follows. One 
writes an arbitrary Y(A·G) in terms of its Fourier trans­
form, 

Y(A·G) = L+oooo dw Y(w)e;"''''G , 

and considers the unitary exponential written in terms of its 
coefficient functions, 

e;", .. ·G = Fo + iA·F. 

Let the N eigenvalues of A·G be denoted by 51 (G). Then 

F. - 1 t [ ;",".G] _ 1 ~ ;"'Sl o--r e --4.e, 
N N/=l 

and 

F = -..!....tr[lle;"' .. ·G] = -~~Fo. 
I 2 I 20J aG; 

Hence 

Y(A·G) =- dzY(z) dwe-;"'z 1 J+oo J+oo 
21T - 00 - 00 

or 
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which is the "normal form" quoted in the text. A similar 
representation may be given for any .'T (A *G) in terms of 
the SU (L) defining representation matrices A a , with 
L = N 2 - 1 and A·G = if; a . Aa , 
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Nonlinear equations defined by a positive definite, elliptic operator and nonlinear functions are 
considered. It is proved that a unique solution exists for a wider class of problems than 
previously determined, which may be approximated by an iterative method. These results are 
shown to hold for an equation arising in some reaction-diffusion phenomena. 

I. INTRODUCTION 

Keller l and Pennline2 have considered two-point 
boundary value problems of the form 

d 2u 
--=/(x;u), O<x<l, u(O) =u(1) =0, (1) 

dx2 

where/is a function of u. Equation (1) is equivalent to the 
integral equation 

u(x) = fds gk (x,S) [ku(S) + /(S;u(S))], 

wheregk (x,s) is the Green's function defining the inverse of 
the operator ( - (d 2/ dx2

) + k) with the stated boundary 
conditions, whenever it exists. 

Keller 1 has shown that if, for all u and all XE [ 0, 1), a/ / 
au = I' is continuous and 0>1'> - N with some N>O, then 
Eq. (1) has a unique solution u given by 

u = lim Un' 
n- 00 

where uo(x) = 0, 

un + 1 (x) = fds gk (x,s) [ku n (s) 
+ /(s;u n (s»)], n = 0,1,2, ... , 

and k>N. The convergence is uniform with respect to 
XE [0,1). Pennline2 points out that it is possible to take k>N / 
2, which improves the rate of convergence. Also an attempt 
was made at relaxing the conditions further. 

The work of Ref. 2 was motivated by the equation 

d
2

v = qhv, v>l, qi>o, O<x< 1, 
dx2 

v'(O) = 0, v(1) = 1, (2) 

which arises in the problem of steady-state, isothermal, reac­
tion-diffusion of a substance involving nth-order kinetics. 3 

By setting u = 1 - v, Eq. (2) reduces to an equivalent equa­
tion, 

u'(O) = 0, u(1) = 0. (3) 

While the results of Refs. 1 and 2 are not applicable in this 
case, a similar but independent treatment was used in Ref. 2 
to conclude that, with a restriction on the values of ¢, Eq. 

(2) has a unique solution which may be approximated by the 
iterative method. 

Let D be an open, bounded subset of R 1,/> 1, and let aD, 
the boundary of D, be piecewise continuous. Also let H be 
the Hilbert space of square integrable functions of x on 
15 = DUaD with the norm denoted by 11'11. In the present 
note, we consider the equation 

Lu =j(u), (4) 

where L is a positive definite operator from H to H. Let A be 
the greatest lower bound of L. It will be assumed that 
(L + k) - 1 for each k> - A is an integral operator with its 
kernel, still denoted by gk (x,s), being a non-negative, 
bounded function on 15 x15. As a result of the boundedness 
of gk (x,S), (L + k) -I is a Hilbert-Schmidt operator and 
hence A is an eigenvalue. These conditions are satisfied, in 
particular, for the case whenL is the elliptic operator defined 

by 

a( au(x») (Lu)(x) = - 2:- aij(x)--
iJ= aXi aXj 

+ ao(x)u(x), xED; 

a(x)u(x) + {3(x) au(x) = 0, xEJD; 
aT} 

a(x) and {3(x»O, a(x) or {3(x) >0, a(x)¥'=O; 

where a/aT} is the conormal derivative, and the coefficients, 
aij (x), are the elements of a continuously differentiable ma­
trix-valued function onD that is bounded below by a positive 
constant and ao(x) >0 is continuous.4 It is clear that the 
operators appearing in Eqs. (1) and (3) are special cases of 
the elliptic operator considered here. 

In addition to the generalization described above, we 
extend the results of Refs. 1 and 2 to include/ withl' bound­
ed above by a positive constant instead of zero. We show 
further that this weaker condition onl' need be satisfied on a 
conveniently characterized narrower set of functions only. 
As an application, it is deduced that Eq. (3) has a unique 
solution for all values of ¢ which may be approximated by 
the iterative method. Present results complement, also, 
those of Ref. 5 where Eq. (4) with/ belonging to a different 
class was studied. 
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II. EXISTENCE AND APPROXIMATION OF u 

Let Sbe a given set offunctions and let 111'111 denote the 
supremum norm, i.e., Illvlll = SUPxED Iv(x) I whenever it ex­
ists. Condition (Cl) will be said to be satisfied on S if 

(C 1 ) S ~ H, S is convex and it is closed with respect to 111'111· 

A set S is convex iff v,wES implies that 
[tv + (1 - t) w ] ES for each tE [0,1], and S is closed in the 
stated sense iff, with a given sequence {vrn}CS of bounded 
functions Illvn - vrn III- n,rn- 00 0 implies that v = limn _ 00 Vn 
ES. The set S mayor may not be closed with respect to 11'11· 

With (Cl) satisfied, letfbe such that 

(C2) there exist constants y and N such that for all vES and 
all xED, A > y;;;'!'(v);;;' - N, N;;;'O; 

(C3) there exists a vES such that f( v) EH. 

If (C 1) and (C2) are satisfied, then (C3) implies that 
f(v)EH for each vES for the following. With v, wES, 

few) =f(v) + fdt!'[tv + (1 - t)w](v - w). 

From the convexity of Sand (C2), it follows that 

y;;;. fdt!'[tv + (1 - t)w];;;. - N, (5) 

implying that If(w) 1< I f(v) I + max (y,N) Iv - wi. Since 
Iv - wIEH,f(v)EH implies thatf(w)EH. 

In view of the above, 

Akv= (L+k)-I(kv+f(v»), vES, 

defines a one-parameter family of operators Ak from S to H 
and kE( -A,oo). Furthermore, the fixed points of Ak and 
the solutions ofEq. (4) are in a one-to-one correspondence. 
The parameter k will be assumed to be restricted by 

(C4) k;;;.Hmax(y,N) - y] = k. 
We shall also assume 

( C5) for some k satisfying (C4), A k S ~ S. 

With uoES, let un + I = Ak Un' n = 0,1,2,00'; {Un} will be 
called the iterative sequence generated by uo. It follows, by 
induction, that {Un}CS, for all k in conformity with (C4) 
and (C5). 

Theorem 1: Let S, f, and k be such that the conditions 
(Cl)-( C5) are satisfied, and let {un} be the iterative se­
quence generated by a uoES. Then A k has a unique fixed 
point U in Sand 

Illun -ulll - o. 
n- 00 

Proof We divide the proof in the following five steps. 
Step 1: Ak is a contraction of Sin H. 
Proof Since AkS ~S, Ak is a map from S to S. With 

v,wES, we have 

Akv -AkW = (L + k)-I [k(v - w) + f(v) -f(w)] 

= (L+k)-IBk(v,w)(v-w), 

where B k (v,w) is the operation of multiplication defined by 
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Bk(V,W)h=(k+ fdtfl[tV+ (1-t)W])h, hEH. 

Since S is convex and (C2) holds, the inequality given 
by Eq. (5) is valid, which in view of (C4) yields 

k + y;;;.k + fdt!'[tv + (1 - t)w] 

;;;. - (k + y), k + y;;;.O. 

Hence, IIBk (v,w)II«k + y). Also, II(L + k)-III<lI 
(k + A). It follows that 

IIAkv -Akwll<,ukllv - wll, 
where 

,uk = (k + y)/(k +A) < 1. 
Step 2: For vES, Akv is bounded. 
Proof For each xED, 

I(Akv)(x)1 = I Ldtgk (x,t)[kv(t) +f(t;v(t»)] I 

<lIkv + f(V)II[Ldt rl (x,t) r2 

by the Schwarz inequality. Sincegk (x,t) is bounded and the 
measure ofD is finite, the bracketed term is bounded, say by 
M. Thus 

I (Akv) (x) I <M Ilkv + f(v)lI· 

Step 3: For v,wES, IIIAkv-Akwlll<M(k+y) 
xllv-wll· 

Proof For each xED, 

I(Akv -Akw)(x)1 = I Ldtgk (x,t) 

X [Bk (V,w)(v - w» (t) I 
<MIIBk(v,w)llllv-wll, 

as in Step 2. The result follows by observing that 
IIBk (v,w) II < (k + y), as in Step 1. 

Step 4: {un} is a Cauchy sequence with respect to 111'111· 
Proof' A proof of the fact that {un}CS is a Cauchy 

sequence in H, i.e., 

n,m __ 00 

follows from Step 1. Since {Un}tf CS, from Step 2, {U n }\ is 
bounded. From Step 3, 

Illun + 1- Urn + 1III = IllAkun -Akurn III 

<M(k + y) Ilun - Urn 1/ - 0 
n,m-- 00 

for {Un} is a Cauchy sequence in H. 

Step 5: Result of Theorem 1. 
Proof Since S is closed with respect to 111'111, it follows 

from Step 4 that there exists a uES such that 

lim Illun - ulll = lim IllAkun - ulll = o. 
n-oo n--oo 

Since Ak is defined on S, Aku is well defined. From Step 3, 
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IllAku n -Akulll<M(k+r)llun -ull 
<M(k+r)lllun -ulll 

-+ 0, 
n_= 

where Mis a constant. This implies that u =Aku. To show 
the uniqueness, letAkit = itES. Then from Step 1, 

Ilu - itll = IIAku -Akitll 

<ILk Ilu - itll 
=0 

for ILk < 1. This implies that u = it almost everywhere. How­
ever, u = it everywhere, for, using Step 3, 

Illu - itlll = IIIAku -Akitlll 

<M(k + r) Ilu - itll 
=0. 

Since ILk = (k + r)/(k + A) of Theorem 1, Step 1, is 
an increasing function of k on ( - A, 00 ), the rate of conver­
gence is expected to improve with decreasing values of k 

I 

:>0 

for 

k+ fdtl' [tun + (l-t)Un _ 1 ]:>0 

implying that 

[Bk (un,u n_ 1 )(Un - Un_I)] (S):>O. 

The result follows by the induction principle. 
We have used the non-negativity of gk (x,S) in Proposi­

tion 1, which was not needed in Theorem 1. 
If we take S = H in Theorem 1, then (C1) is clearly 

satisfied. If (C2) and (C3) hold and k is chosen according to 
(C4), then (C5) is also satisfied. Therefore the result of 
Theorem 1 is valid with S = H. This generalizes the result of 
Ref. 1. However, the requirement that (C2) be valid for all 
vElI is too stringent to be satisfied by a large number of prob­
lems of interest. An attempt at relaxing this requirement was 
made in Ref. 2, but the new conditions are too limiting to be 
useful. In particular, it was assumed that, for all non-nega­
tive v bounded by a fixed constant, O:>/(v):> - !(8 + N)v, 
with some 8, N:>O. By setting v = 0 one has that/CO) = 0, 
which is serious limitation. 

In the following, we give some useful characterizations 
of sets that may replace S in Theorem 1 and Proposition 1. 

Let/(O)EH and 

u~ = (L+;)-llf(O)I, ;> -A. 

Non-negativity of g~ (x,S) implies that u~ :>0. It is also 
bounded as in Step 2 of Theorem 1. Since 

(L + k)u~ = If(O) I + (k - ;)u~ 

it follows that 
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within the restriction imposed by (C4). Thus, for computa­
tional purposes, it is desirable to take k = k. Further, it is to 
one's advantage to obtain tight bounds onl', which can be 
checked by considering the behavior of ji = (k + r)1 
(k + A) with respect to the variations of rand N. This point 
was discussed also in Ref. 2. 

For / in a smaller class of functions, a stronger restric­
tion on k enables one to obtain a monotonically convergent 
{un}' which we show in Proposition 1. This result may prove 
useful when a slower rate of convergence may be tolerated in 
favor of the monotonicity. 

Proposition 1: In addition to the conditions of Theorem 
1, let Uo = 0ES,f(0):>0 for all xEJ5, and let k:>N. Then, in 
addition to the result of Theorem 1, {un} converges mono­
tonically to u from below. 

Proof We need show only that {un} is a nondecreasing 
sequence. Since gk (x,S) :>0, 

Let Un :>U n _ 1; we have that 

Let 

Q~ = {v: Ivl<u;} 
and let 

P~ = {v: O<v<u;}. 

It is straightforward to check that (C 1) and (C3) hold on 
Q~ andP~. Assuming that (C2) is satisfied, one may restrict 
k according to (C4). In Proposition 2, we determine condi­
tions that imply (C5) with S = Q~ and S = P ~. 

Proposition 2: Let the symbols be as above. Ifthere exist 
; and k such that, for all xEJ5, 

(i) for each vEP~, O<kv + /(v) <f(0) + (k - ;)u~, 

(ii) for each VEQ;, 0< Ikv + /(v) I < If(O) I + (k - ;)u;, 

then (i) AkP; c;;,p; and (ii) AkQ; c;;,Q;. 

Proof We give a proof of (i); a proof of (ii) follows by 
similar arguments by estimating IAkVI instead of Akv. 

For each vEP;, we have 

O«Akv)(x) = Ldsgk(x,s)[kV(s) +/(s;v(S»] 

<LdS gk (x,s) [/(s;O) + (k - ;)u; (s)] 

=u;(x). 
It is clear that, if (C2) holds on P b' Q; and with k in 

conformity with (C4 ), the corresponding condition of Prop­
osition 2 also holds; then (C1)-(C5) are satisfied with 
S = P~, S = Q .. , implying the validity of the result of 
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Theorem 1. In case of Pr;' if Uo = 0 and k>N, then, from 
Proposition 1, a monotonic convergence results. 

III. APPLICATION 

It follows from the results of Sec. III of Ref. 2 that Eq. 
(3) has a unique solution u, satisfying 

O<;u(x)<;l- (cosh ¢x)/(cosh ¢) =X(x) 

for each ¢ such that 

(cosh¢-1)/(coshk-1»¢2/(k 2 cosh¢), 

where 

k=~v¢2[1 + (lIcosh¢V- 1
). 

Also the iterative sequence generated by X(x), with k = k, 
was shown to converge to u(x). The author considered Eq. 
(2); the results given here for Eq. (3) follow by setting 
u = 1 - v. In the following we use the results of Sec. II to 
show that the existence and convergence results hold for Eq. 
(3) for all real values of ¢, with any k>k and any uo(x) such 
that O<;uo(x) <;X(x). 

First we note that, in this case, I = 1, Jj = [0,1), and 
A = ~/4. Forv = 1, Eq. (3) is solved easily, yieldingu = X. 

Let v>2. With; = ¢2, ur; = X<; 1, and 0<1(0) = ¢2EH. 
LetPr; be defined as in Sec. II, i.e., vEPr; implies that O<;v<;ur; 
<; 1. Now for vEPr;' 

- 8 = - V¢2( lIcosh ¢)V-l>f'> - V¢2. 

Thus (C2) is satisfied with r = - 8 and N = V¢2. Let 
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k>!(V¢2 + 8), 

which satisfies (C4). For each vEPr;' 

¢2+ (k-¢2)V=kv+¢2(1-V»kv+/(v»0. 

For v>2, k>¢2; consequently, 

¢2 + (k - ¢2)V<;¢2 + (k - ¢2)ur; =/(0) + (k - ;)ur;' 

and the condition (i) of Proposition 2 is satisfied. 
Since the conditions (C1 )-(C5) of Theorem 1 are satis­

fied, Eq. (4) has a unique solution, uEPr;' for each value of ¢ 
and the iterative sequence generated by any uoEPr; converges 
uniformly to u. Ifwe take Uo = 0 and k>V¢2, then the con­
vergence is also monotonic from below. 

It is not necessary to restrict v>2. In fact, v> 1 may be 
allowed to be a continuous parameter. For the above argu­
ments to hold, all one has to do is to take 
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4N. Aronszajn and K. Smith, Am. J. Math. 79, 611 (1957); see also, H. B. 
Keller, in Bifurcation Theory and Nonlinear Eigenvalue Problems, edited 
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It has been well proved that there are infinitely many resonances in the scattering problem 
provided the potential V(t) satisfies the moment conditions sal V(t) It n dt = O(n(1 - o)n), 
€ > 0, n = 0,1, .... In particular, if V(t) has a compact support then the result of Rollnik [H. 
Rollnik, Z. Phys. 145,654 (1956)] and Regge [T. Regge, Nuovo Cimento, 8, 671 (1958)] is 
obtained and if I V(t) I ~exp( - tt l H), 7,€ > 0, we have the results of Sartori [L. Sartori, J. 
Math. Phys. 4, 1408 (1963)]. 

I. INTRODUCTION 

It is well known (see Agranovich and Marchenko, I 
p. 20) that the Schrodinger equation 

y" + Z2y = V(x)y, 0 <x < 00, 

has a solution E(x,z) given by 

E(x,z) = e'ZX + i"'K(X,t)eizt dt, 

where the kernel K(x,t) satisfies 

IK(x,t) I <!e""'(X)u[ (x + t)12], 

where 

and 

u l (x) = L" W(t) It dt < 00. 

(1) 

(2) 

For x = 0, the function f(z) = E(O,z) is analytic in 
1m z> 0 (the Jost function, see Newton,2 p. 340) and as usu­
al, a zero off(z) is called a resonance in the scattering prob­
lem (excluding the bound state, see Ref. 2, p. 360). N atural­
ly, we may ask under what condition on the potential V(x) 
can there be infinitely many resonances? In this paper, we 
answer this question by the following. 

Theorem 1: There are infinitely many resonances if the 
Jost functionf(z) is entire and the potential satisfies the mo­
ment conditions 

f"W(t)ltndt=O(n(I-o)n), x;;. 0, €>O, n=O,1.... 

(3) 

As a consequence of Theorem 1, we obtain the following 
known result due to Rollnik3 and Regge.4 

Corollary 2: There are infinitely many resonances if the 
potential has a compact support. 

To prove Corollary 2, we need only observe that 
I V(t) I = 0 for all t;;.T, where T> 0 is fixed, so that 

i"'W(t)ltndt<CTn+I, forsomeC>O. 

This satisfies the moment conditions (3). Clearly, the Jost 
function is entire and hence the assertion follows from 
Theorem 1. 

Although the regular solution is always an entire func­
tion, the Jost solution and the scattering operator are only 
entire functions for potentials which decrease faster than an 
exponential at infinity, see Nussenzveig (Ref. 5, p. 201). 

II. ENTIRE FUNCTIONS 

As we saw in the Introduction, the resonances in the 
scattering problem are the same as the zeros of a certain class 
of entire functions. To study such a class, we call an entire 
functionfEB iff(z) is bounded in a half-planeH andf(z) has 
a radial limit I, as z ..... 00 , along the boundary of H, where we 
require fbe nonconstant. 

We note that the functionf(z) = E(O,z) defined in (1) 

belongs to class B but not the function eizx
, x > O. Functions 

in class B can possibly have no zeros as will be seen from the 
following. 

Theorem 3: If fEB, then efEB and the function f(z) 
tends to 1 uniformly in H, as z-- 00, so thatf(z) has at most 
finitely many zeros in H provided 1 =1= o. Iff(z) is of exponen­
tial type 7 and belongs to L 2 on the real axis, thenf(z) can be 
represented by 

f(z) = f~ fztV(t)dt, VEL 2( - 7,7). 

Proof We first observe that both of the boundedness and 
the radial limit offEB are preserved by the exponential func­
tion and hence e fEB. 

Next, in view of Montel's theorem (see Boas,6 p. 5), we 
see that the functionf(z) tends to 1 uniformly in H, as z ..... 00, 

so that it cannot have infinitely many zeros in H provided 
1 =1=0. 

Finally, the representation off(z) follows from the Pa­
ley-Wiener theorem (see Ref. 6, p. 103) and the proof is 
complete. 

Note that the hypothesis 1 =1=0 in the above result is nec­
essary. For instance, the function 

f(z) = (eiz 
- e- I )/(z - i) 

belongs to B in the upper half-plane with 1= 0 and has infi­
nitely many zeros there at i + 2nrr, n = 1,2, .... 
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Note that the function e f is of infinite order and there­
fore the condition on the finite order is what we need to have 
infinitely many zeros as will be seen from the following. 

Theorem 4: If fEB and iff is of finite order, then f has 
infinitely many zeros. 

Proof Suppose on the contrary thatf has only finitely 
many zeros. Thenf can be represented by 

fez) = ePn(ZlQm (z), 

wherePn and Qm are polynomials of degree nand m, respec­
tively. Without loss of generality, we may assume that 
the half-plane in question is the upper half-plane 
U = {z: 1m z > O}. We set 

Pn(z) =aO+a1z+'" +anzn, an =reia#O, 0<a<21T. 

Then it is easy to see that Pn (z) -+ 00, as z- 00 along the ray 
r = {Rei(21T ~ al/n: O<R < oo}. Clearly, if n > 1 then the ray 
r lies on U which contradicts the boundedness off in U. 
Hence we must have n = 1 and 

fez) = eirzQm (z). 

This in turn implies thatf(z) -+ 00, as z- 00 along the real 
axis, a contradiction again. We thus conclude thatf has infi­
nitely many zeros. 

We note that any entire function which is not a polyno­
mial takes every value in its range with one possible excep­
tion infinitely often due to Picard's theorem (see Titch­
marsh,7 p. 277). The function e f, fEB, has the exceptional 
value 0. However, any function considered in Theorem 4 has 
no exceptional values in its range as will be seen from the 
following extension. 

Corollary 5: Under the hypothesis of Theorem 4, the 
functionfassumes every value infinitely often. 

Proof For any value v, the functionf - vEB and of finite 
order. Hence the assertion follows from Theorem 4. 

Theorem 6: Letf(z) = c + S: K(x,t)eiz, dt, where c is a 
constant, x>O is fixed, and K(x,t) satisfies 

f"IK(X,t)lt"dt=O(n(l-€l"), E>O, n=O,I, .... 

(4) 

Ifj(z) is an entire function, then it is of order < liE and has 
infinitely many zeros. 

Proof Sincef(z) is entire, it can be expanded as 

= 
fez) = L anzn, 

n=O 

where 

( - i)nl oo " a" = --- K(x,t)t dt. 
n! x 

Using (4) and Stirling's formula, we see thatf(z) is an entire 
function of order (see Ref. 6, p. 9) 

1· n log n I' n log n p = 1m sup < 1m------o:'---
"_00 10g(lIlanl) n~'oonE(logn-1) E 

Since the function fez) is bounded in 1m z>O and 
fez) -c, as z- ± 00 along the real axis, it follows from 
Theorem 4 thatf has infinitely many zeros. This completes 
the proof. 

Note that from Corollary 5 we see that the function 
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F(z) = 1= K(x,t)eiz, dt 

assumes any value infinitely often in the lower half-plane. 
With the help of Theorem 6, we are now ready to prove 

Theorem 1. 

III. PROOF OF THEOREM 1 

According to (2), we have the inequality 

IK(x,t) I <!e'T, (XlO'( (x + t)/2). 

It follows from (3) that 

100 IK(x,t) It" dt <J..-ea, (Xll°O( roo !V(s) Ids)t n dt 
x 2 x J(X+1)/2 

2"+ 1 
= ---ea,(xlO ((n + 1) (1 - <)(n + 1 l) 

n+l 
=O(n(l-Eln). 

Hence the kernel K(x,t) satisfies condition (4) in Theorem 
6 and the assertion follows from that theorem. 

As a consequence of Theorem 1, we obtain Corollary 2 
and the following result of Sartori. 8 

Corollary 7: There are infinitely many resonances if the 
potential satisfies 

(5) 

Proof Clearly condition (5) gives 

l= exp( -7t 1 +<)t" dt = ((1 + E)?)~lrcN + 1), 

where N = (l + n)/(l + E) and rcN + 1) = NJ<NN 
< n(l - £l2l" for all n > 2(E(l - E»~ 1, ° < E < 1 (it suffices to 
prove the case E < 1). It follows that 

roo!V(t)ltndt=O(n(l~.5)"), 0<8<~. 
Jo 2 

This together with Theorem 1 yields the assertion. 

IV. CONCLUSIONS AND OPEN PROBLEMS 

Note that the method used does not generalize to poten­
tials with exponential or slower decrease at infinity. 

In view of the function defined in Theorem 3, 

fez) = (eiz_e~l)/(z_i), 

which has infinitely many zeros in U, we may ask whether 
there is a potential Vet) such that the function 

fv(z) = L"eiZ'V(t)dt 

is entire and has infinitely many zeros in U. In general, we do 
not know the answer. However, if we replace U by the clo­
sure U, then such a potential does exist. For instance, we 
may take V(t) = 1, 0<t<21T, and V(t) = 0, t> 21T. Then 

fv(z) = (ei21TZ - 1)/(iz), 

J. S. Hwang 1288 



                                                                                                                                    

which has infinitely many zeros at z = 1,2, .... 

Naturally, we may ask whether there is a potential such 
that 

(eiZ _ e-I)/(z - i) = fO eiz'V(t)dt. (6) 

The answer should be negative. To see this, we expand both 
sides of ( 6) and we then have 

fOtne-'V(t)dt=e-l, n=O,I,.... (7) 

We conjecture that no summable functionf(t) can satisfy 
the following condition of constant moment: 

L"'tY(t)dt=C~O' n=O,I, .... (8) 

Clearly, the nonexistence of the potential V(t) in (7) is a 
particular case in (8). However, if C = 0, then there does 
exist a summable function satisfying (8). For instance, the 
function (see Shohat and Tamarkin,9 p. 22) 

f(t) = (sin t 114)exp( - t 114), 0<£< 00, 

is summable and satisfies (8) when C = 0. 
Of course, if we consider the distribution d/-l (t) in place 

of the density f( t )dt, then there does exist a distribution sat­
isfying 

L"'tnd/-l(t) =C, n =0,1,.... (9) 

In fact, we can define the point mass: /-l ( 1) = c, t> 1, and 
/-l (t) = 0, t < 1, then (9) obviously holds. 

We now explain the reason for our conjecture with re­
gard to (8). More precisely, we shall prove that no potentials 
with compact supports can satisfy (8). Suppose on the con­
trary that there is such a potential V( t) = 0, t> T, satisfying 
(8). Then we have 

iTtnV(t)dt = c~O, n = 0,1,.... (10) 

Subtracting two consecutive terms in (10) gives 
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iTt n(1 - t) V(t)dt = 0, n = 0,1,00' . 

It follows from the Miintz-Szasz theorem (see Rudin, JO p. 
304) that (1 - t) V(t) = ° or V(t) = ° holds almost every­
where on (0, T). This in turn implies that c = 0, a contradic­
tion. We thus conclude that no potentials with compact sup­
ports can satisfy (8). 

We note that the above assertion can also be proved via a 
different approach (Ref. 9, p. 5). Also note that some exten­
sions of the Miintz-Szasz theorem with regard to the com­
pleteness have been done by the author. 11 

In closing this note, we finally pose the following mo­
ment problem: What is a necessary and sufficient condition 
on a sequence f.!-ln} of real numbers such that there is a 
potential V(t) satisfying 

i"'tnV(t)dt=/-ln, n =0,1,00.? 
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The trilinear commutation relations involving coordinates and momenta introduced by Wigner 
[E. P. Wigner, Phys. Rev. 77, 711 (1950)] are generalized to three dimensions. It is shown 
that the only realizable coordinate space representation of the momenta implies the usual 
bilinear commutation relations. 

I. INTRODUCTION 

It is well known that in quantum mechanics trilinear 
commutation relations involving coordinates and momenta, 
rather than the usual bilinear ones, can be introduced for a 
one-dimensional harmonic oscillator. 1 A nontrivial coordi­
nate space representation of the momentum operator neces­
sitates the use of wave functions that are not analytic in the 
usual sense. It seems worthwhile to investigate whether simi­
lar conclusions are imperative for the same problem in three 
dimensions. 

The trilinear commutation relations for the one-dimen­
sional oscillator follow by requiring that the equations of 
motion obtained from the Heisenberg equations are the same 
as the classical ones. The trilinear relations thus obtained are 

[q,{q,p}] = 2iq, [p,{q,p}] = - 2ip, (I) 

where the brackets { } and [ ] refer, respectively, to an anti­
commutator and a commutator. Yang2 found the coordinate 
representation of the momentum operator p, 

. d . C
R p= -1-+1- , 

dq q 
(2) 

where C is a real constant, and R the inversion operator, i.e., 

RqR -I = _ q, R ~ R -I = 
dq 

d 

dq 
(3) 

In trying to solve the oscillator problem with the representa­
tion (2), Yang concluded that Cmust be zero ifone requires 
the wave functions to be analytic. Ohnuki and Kamefuchi,3,4 
by introducing generalized functions, or "hyperfunctions" 
as wave functions, solved the oscillator problem with C #0. 

II. TRILINEAR COMMUTATION RELATIONS IN THREE 
DIMENSIONS 

We now consider what generalizations can be made 
when three degrees of freedom, rather than a single one, are 
involved. We, therefore, consider a three-dimensional oscil­
lator with the Hamiltonian 

(4) 

Here, and subsequently, all the indices run over the values 1, 
2, and 3. The demand that the classical equations of motion 

follow from the Heisenberg equations leads to the trilinear 
relations 

[xk,{P"Xk}] = 2iok,Xk, [Pk,{x"Pk}] = - 2iok,Pk ' (5) 

We assume relations more general than the ones above 
and write 

(i) [xk,{P"xm}] = 2iok,xm , 

(ii) [Pk,{x"Pm}] = - 2iok,Pm , 

(iii) [Pk,{x"xm}] = -2iok,Xm -2iokm x" 

(iv) [xk,{P"Pm}] = 2iok,Pm, + 2iokmP, . (6) 

Not all of the above relations are independent. In fact, (iii) 
and (iv) follow from (i) and (ii), respectively, by using the 
(generalized) Jacobi identity. Ifwe now introduce the oper­
ators ak and at defined by 

ak == (lIv2)(xk + iPk), at == (l/v2)(xk - iPk) , (7) 

the relations (6) become in terms of these operators, 

[ak,{a;,am}] =2ok,am , 

[ak,{a;,a~}] = 2ok,a~ + 20km aT , 

[ak,{a"am}] = O. 

(8) 

These are the well-known trilinear relations for the creation 
and annihilation operators for a system of para-Bose oscilla­
tors.s 

III. COORDINATE SPACE REALIZATION 

To find the coordinate representation of the momentap; 
satisfying the trilinear relations (6), consider the operator 

Sij == [XUPj] - iOij . 

Therefore 

Sij= -Sij' 

Then using the relations (6), we have 

{Pk,Sij} = {xk,Sij} = O. 

(9) 

(10) 

(11) 

Taking the matrix element of the second relation of (11) 
between the states Ix') and Ix"), we get 

(x'l{xk,Sij}lx") = (xk + Xk) (x'ISij Ix") = o. (12) 

Or, 
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(x'ISijlx") = 2iCij(x')8(x' +x") , (13) 

where the 2i has been introduced for convenience. Thus 

Sij = 2iCij (x)R . 

Here R is the inversion operator, i.e., 

R'I1(x) = '11( -x). 

We also note, using (10), 

Ct(x) =Cij( -x). 

The matrix element of Sij is also given by 

(14) 

(15) 

( ~'IS I~") - (' ")(~'I" I~") '8 8(~' ~") x ij x - x; - x; X IJ'j X - I ij X - X 

= 2iCij (x')8(x' + x") , 

using (9) and (13). 
We therefore have 

( ~'I" I~") _ . a 8(~' ~") iCij(x')8(x' +x") 
x IJ'j X - -l-a- x -x +~~--,---

Xj x; 

+ Bj (x')8(x' - x") , 

where we have used 

x· ~ 8(x) = - 8 .. 8(x) . , a " Xj 

(16) 

Here Bj (x') is an arbitrary real function as Pj is Hermitian. 
Since the right-hand side of ( 16) cannot depend on the index 
i, Cij (x') must be proportional tox;. Now, from the require­
ment of the correct transformation properties of Pj under 
rotations, we must have 

Cij(x') =x;x!(lxl), Bj(x) =xjg(lxl). (17) 

Hence we have from (16), 

(x~jl'l1) = -i~'I1(x) +ixj'(lxi)'I1( -x) 
aXj 

whence, 

Pj = -i~+ixj'(lxl)R +xjg(lxl)· 
aXj 

(18) 

(19) 

We know, however, that the arbitrary functionBj (x) in 
(16) can be gauged away with a unitary transformation if 
the integrability condition aB/ax; = aB;laxj holds. We 
find from (17) that this condition is obviously satisfied. It is 
easy to see that under this transformation Cij (x) -+ C ij (x) 
which also satisfies (15). The argument leading to the ex­
plicit form of Cij in (17) also holds for C ij. Therefore we 
have 

(20) 

8;kxj'( Ixl)R + 8jkxJ( Ixl)R + X;Xj ~ f( Ixl)R = o. 
aXk 

(22) 

Or, since R -I = R exists, 

X,X,Xk d 
8;kx!(lxl) +8jkxJ(lxi) +-'-'--f(lxi) =0. (23) 

Ixl dlxl 
Equation (23) has the solution 

f(lxl) =c8(lxl)· (24) 

This does not contribute to Pj as xj 8 ( Ix I) = O. Therefore we 
have for the coordinate representation of the momentum 
operator, 

p;=-i~. (25) 
ax; 

It is clear that this representation necessarily implies the 
canonical bilinear commutation relations between x and p. 
This, of course, does not rule out the possible existence of 
other inequivalent representations. In fact, the usual para­
statistics does provide a representation of trilinear commu­
tation relations in terms of the so called generalized Bose 
numbers (see the Appendix). We therefore conclude that 
the generalization of Wigner's trilinear commutation rela­
tions for coordinates and momenta does not admit a nontri­
vial coordinate representation in three dimensions. 

IV. CONCLUSION 

To summarize, in one dimension a nontrivial coordinate 
representation of the momentum operator satisfying trilin­
ear commutation relations is possible at the expense of intro­
ducing generalized functions as wave functions. A general­
ization to three dimensions shows that the only realizable 
coordinate space representation of the momentum operator 
implies the usual bilinear commutation relations. In Schro­
dinger quantum mechanics, therefore, there is no place for 
trilinear commutation relations in three dimensions. 
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APPENDIX: GENERALIZED BOSE NUMBER 
REPRESENTATION 

Representations of trilinear commutation relations exist 
in terms of generalized Bose numbers4 which are the analogs 
of Green components. 5 Let 

p a 
and Pk = - i I -­

a= 1 ax% 

The form off can now be determined from the first of the where 
relations (10). We have, using (14), { a -B} 0 ....I-f3 [a a] 0 Xk,A'/ = , aT' Xk,X/ = , 

{Pk ,Sij} = { - i ~ + ixJ( Ixl )R, 2iCij (x)R } = O. 
aXk 

(21) 

This gives, finally, 
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{~,xf} = 0, a #/3, 
Jx% [~,xf] = Okl • 

JX% 

Then the above x and p satisfy the trilinear commutation 
relations (6). 
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The problem of the scattering of an electromagnetic plane wave with arbitrary polarization and 
angle of incidence from a perfectly conducting spherical shell with a circular aperture is solved 
with a generalized dual series approach. This canonical problem encompasses coupling to an 
open spherical cavity and scattering from a spherical reflector. In contrast to the closed sphere 
problem, the electromagnetic boundary conditions couple the TE and TM modes. A 
pseudodecoupling of the resultant dual series equations system into dual series problems for 
the TE and TM modal coefficients is accomplished by introducing terms that are proportional 
to the associated Legendre functions P 0- m. The solutions of the TE and TM dual series 
problems require the further introduction of terms proportional to P n- m, where Q<;n < m. 
These functions effectively complete the standard spherical harmonic basis set when an 
aperture is present and guarantee the satisfaction of Meixner's edge conditions. Having 
generated the modal coefficients, all desired electromagnetic quantities follow immediately. 
Numerical results for the currents induced on the open spherical shell and for the energy 
density of the field at its center are presented for the case of normal incidence. 

I. INTRODUCTION 

The number of electromagnetic boundary value prob­
lems that can be solved exactly is rather small, especially in 
three dimensions. The desire and the need for these canoni­
cal problems, however, is very strong. They reveal the basic 
physics underlying the phenomena and help establish in­
sights that can usually be extrapolated to more general situa­
tions. Moreover, they act as valuable test cases for general 
numerical approaches to related problems. 

The scattering of an electromagnetic plane wave from a 
perfectly conducting closed sphere is probably the best 
known three-dimensional canonical scattering problem. Its 
generalization, the scattering of a plane wave from a perfect­
ly conducting spherical shell with a circular aperture, is im­
portant from both theoretical and practical points of view. In 
particular, when the circular hole has a relatively small an­
gular extent, this problem allows one to study the coupling of 
a wave from an external source through an aperture into an 
enclosed region. On the other hand, when the shell has a 
relatively small angular extent, the problem describes the 
scattering of a plane wave from a spherical reflector. A com­
plete solution to this canonica1 mixed boundary value prob­
lem is given in this paper. 

A Debye potential formulation is employed, but in con­
trast to standard treatments in spherical geometries, the as­
sociated Legendre polynomials of negative order (P;,- "', 
n>m) are utilized for the modal expansions. Enforcement of 
the electromagnetic boundary conditions leads to a coupled 
set of dual series equations for the TE and TM modal coeffi­
cients of each azimuthal mode. A pseudodecoupling ansatz 
is developed to allow separate treatment of the TE and TM 

.) Present address: Division 1265, Sandia National Laboratories, Albuquer­
que, New Mexico 87185. 

dual series systems. It requires the introduction of terms pro­
portional to the associated Legendre polynomials Po m (m 
being the azimuthal mode number) which are homogeneous 
solutions of the boundary condition equations. Solutions of 
the resulting "uncoupled" TE and TM dual series systems 
are given. They require the further introduction of terms 
proportional to the associated Legendre polynomials whose 
degree is less than its order: P n- "', where O<;n < m. These 
terms guarantee satisfaction of Meixner's edge conditions 
and effectively complete the spherical harmonic basis set in 
the presence of the aperture. Infinite systems of Fredholm 
equations of the second kind for the modal coefficients are 
obtained. A rigorous truncation procedure is given that 
leads to a straightforward numerical evaluation of those co­
efficients. Results for the currents induced on the open 
spherical shell and for an energy density ratio as a function of 
the fundamental parameter ka (21TXradius/wavelength) 
are presented for the case of normal incidence. It is shown 
analytically that the behavior of the currents near the edge of 
the aperture are in agreement with Meixner's edge condi­
tions; the graphical results further confirm this. The energy 
density scans highlight the resonance features of the cou­
pling physics. 

This paper is organized as follows. In Sec. II the coupled 
dual series systems are derived for the scattering of a general 
plane wave from an open spherical shell. The decoupling 
ansatz is presented is Sec. III, and the resulting TE and TM 
dual series systems are solved in Sec. IV. The results are then 
restricted to the normal incidence case in Sec. V. In Sec. VI 
the currents induced on the open spherical shell are given for 
various values of ka, aperture size, and the two allowed an­
gles of incidence. Their modal structure is exhibited with a 
set of three-dimensional color figures. The energy density 
scans are discussed in Sec. VII. 
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There have been several reports of solutions to the nor­
mally incident case of the open spherical shell problem from 
both analytical l

-
JO and numerical I I-IS points of view. In the 

numerical papers, various convergence problems and erro­
neous results are encountered. Of the analytical papers only 
Ref. 9 seems to lead to correct results for the scattering prob­
lem. Unfortunately, direct comparisons for that case are dif­
ficult because the dual series systems and their solutions 
(which were checked with our validation scheme) differ 
from those obtained here and no current or field values were 
calculated there. Moreover, the basic tenets of Ref. 9 appear 
to be restricted to the normal incidence case. The errors in 
Refs. 1-8 and 10 are either that the dual series systems were 
solved incorrectly or, more fundamentally, that the wrong 
dual series systems were solved. The latter stems from the 
erroneous assumption that the TE and TM dual series are 
completely decoupled. This error is identical to the one made 
by Meixner in his original Debye potential solution to the 
scattering of a plane wave from a circular hole in a perfectly 
conducting ground plane. 16 In analogy with our approach, 
Meixner corrected that error in Ref. 17 by introducing addi­
tional potentials that were homogeneous solutions of the 
equations resulting from enforcement of the electromagnetic 
boundary conditions. The coefficients of these potentials 
were chosen to guarantee that the fields satisfy the correct 
edge behavior, hence accounting for the presence of the aper­
ture. The pseudodecoupling ansatz can be shown to be 
equivalent to a gauge transformation, which in analogy with 
Dirac string analyses, involves discontinuous potentials, the 
gauge conditions being identical to the pseudodecoupling 
constraint conditions. 1M 

The results for normal incidence were closely compared 
with those generated with a general, numerical surface patch 
scattering code; and these comparisons were reported in Ref. 
19. The agreement is excellent; and since that code has been 
validated with a variety of different scattering problems, this 
lends further credence to the validity of the solution present­
ed below. The present work represents a generalization of 
related aperture coupling work2°-24 to three dimensions. A 
more detailed presentation is available. 25 It includes many 
complementary results that were omitted here simply be­
cause of length considerations. 

II. REDUCTION TO COUPLED DUAL SERIES PROBLEM 

Consider the problem configuration shown in Fig. 1. A 
perfectly conducting open thin spherical shell is represented 
by the surface r = a, 0.;;;8 < 00 in the spherical coordinate 
system (r,8,f/i) erected at the shell's center. The negative z 
axis ofthat system passes through the center of the aperture, 
the latter being defined as {(r,8,f/i)ir=a and 80 < O';;;1T}. 
The opening angle of the aperture, 8ap ' is defined simply as 
Oap = 1T - 00 , The medium inside and outside the shell is 
free space. The unit vectors cr,o,~) are defined in the stan­
dard manner in the directions of positively increasing coor­
dinate values. 

Mathematically, we are seeking, for an arbitrary inci­
dent plane wave, the field scattered by the open sphericaJ 
shell This scattered field must satisfy the Sommerfeld radi­
ation condition as r .... co. The total field (incident + scat-
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FIG. 1. Configuration of the scattering of an arbitrary plane wave from a 
spherical shell having a circular aperture. 

tered) must satisfy (1) the electromagnetic conditions, 
Elan = 0 on the metallic shell and H lan continuous over the 
aperture; and (2) Meixner's edge conditions,17·26 i.e., the 
total energy of the field must be finite near the aperture rim. 

A. Oebye expansi,ons 

A plane wave with electric field strength Eo is incident 
on the open spherical shell. It is characterized by a wave 
vector k, which for convenience is assumed to lie in the xz 
plane; an incident angle 8 inc with respect to thez axis so that 
k·2 = cos 0 me; and a polarization angle tP between E and the 
projection of the positive z axis on the incident wave front. 
The incident field has the form 

[ 
Einc ]= _Erf!'k.r[(C~stP)~o-(SintP)~o], (2.1) 

ZoRine (sm tP)Oo + (cos tP)f/io 

where 00 and ~o are the incident polarization vectors and 
where, as throughout this paper, an e - 1M' time dependence 
has been assumed and suppressed. The free-space impedance 
Zo is related to the free-space admittance Yo = (€I f.l) 112 as 
Zo = Yo· I and the wave number k = f.t)(~f.l) 1/2, where f" and 
f.l denote, respectively, the permittivity and permeability of 
free space. The incident field parameters are indicated in Fig. 
1. The incident electric field is polarized perpendicular to the 
edge ofthe aperture when tP = 0 and is polarized parallel to it 
when W = 1T/2. Since any incident plane wave can be re­
duced to a linear superposition of these waves, only they 
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TABLE I. The electric and magnetic field components in spherical coordi­
nates in terms of Debye potentials. 

E, = - _1_ {~+ k 2J (rill) 
IUJE ar 

I a I a2 

E8= ----(r<l»-----(r'l') 
r sin fJ # (iUJE)r ar afJ 

1 a 1 a2 

E~ = - - (r<l» - -- (rill) 
r afJ (iUJE)r sin fJ ar a,p 

H,= --. - __ +k2 (r<l» 1 {a 2 I 
IUJI-' ar 
1 a I a2 

H8 =--- (rill) ----- (r<l» 
r sin {} a,p (iUJ!-l) r ar afJ 

1 a 1 a2 

H_ = - -- (rill) - (r<l» 
r afJ (iWI-')r sin {} ar # 

need to be addressed explicitly. Moreover, with the intrinsic 
symmetry of the field components in Maxwell's equations, 
the J/; = 1T/2 case is readily obtained from the J/; = 0 case. 
Consequently, we restrict our considerations to the J/; = 0 
case with no loss in generality. 

Following standard analyses ofprobJems in a spherical­
ly symmetric geometry, we employ a Debye potential for­
malism.27

-
29 In particular, the electric and magnetic fields 

are expressed in terms of the two vector potentials <l>r and Wr 
as 

E = - curl ( CPr) - (iwE) - I curl curl ( Wr ) , 

H = + curl('IIr) - (iWf..l)-1 curl curl(<I>r), 

(2.2) 

(2.3 ) 

where the radial vector r = rr. Their components are given 
explicitly in Table I. The scalar functions <1> and \(I may rep­
resent any combination of the incident and scattered fields. 
The function <I> defines the field TE with respect to r, 'II the 
field TM with respect to r. The descriptor "with respect to r" 
is assumed and suppressed throughout the rest of this paper. 

The spherical wave expansion of the incident field (2.1) 
with J/; = 0 given, for instance, in Ref. 30 or Ref. 31, can be 
generated with the Debye scalar potentials, <l>inc and 'IIinc, 
defined below. Since the scattered potentials, <l>s and \lis, as­
sume an analogous form, we have 

(
<I>inC) ~ (<I>inC) 

<1>' = - Eo rn~o <I>~ sin mc{J, (2.4) 

(
WinC) "" ('IIinC) 
'I!' = Y oEo m~ 0 \(I~ cos mc{J, (2.5) 

where the azimuthal modal coefficients 

. '" ,[mpm(cos einC )] 
<1>~C= I rmn ".. in (kr)Pn-m(cos e), 

n=m slnO'"c 

'I!~ = n t m r mn [ - (:0 P;:) (cos 0 inc) ] 

Xin (kr)P ,,-m(COS 0), 

'" {in (kr)h" (ka) 
<l>'m = "~m AmnPn-m(cosO) in (ka)h

n
(kr) 
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(2.6) 

(2.7) 

(r<a), 

(r>a), 

(2.8) 

'" 
'I!~ = I BmnP,,- m(cos 0) 

where 

n = m 

{
in (kr) [kahn (ka)]' 

X [kain (ka) ]'hn (kr) 
(2.9) 

r mn = ( - 1) m + 1 i n [ (2n + 1) / n (n + 1) ]em (l - 00" ). 
(2.10) 

The termsi" and hn are, respectively, the spherical Bessel 
and Hankel (of the first kind) functions of order n. The 
associated Legendre polynomials of degree n, order ± m, 
are denoted by P ,,± m. The prime in an expression [xln (x) ] , 
denotes the derivative with respect to x. The term Em = 2 for 
m=j:O and em = 1 for m = O. Kronecker's delta oij = 0 for 
i=j:i and 8» = 1 for any i. Because the term corresponding to 
both m = 0 and n = 0 is identically zero in the incident field, 
we set the corresponding scattered potential coefficients 
identically to zero: Aoo==.Boo=='O. 

These representations of the interior and exterior scat­
tered potentials have been chosen so that <l>s and a, (rWS) are 
continuous at r = a, thereby ensuring the continuity of the 
tangential scattered electric field components Ee and E~ 
across that surface. The resultant fields satisfy Sommerfeld's 
radiation condition; the dependence of the scattered fields on 
h n (kr) for r> a ensures their decay to zero as r - 00. The 
modal coefficients Amn and B mn are the quantities that must 
be determined. 

B. Electromagnetic boundary conditions 

The electromagnetic boundary conditions: Etan = 0 on 
the metal and H tan continuous in the aperture, are now en­
forced. Referring to Table I, Ee = 0 on the metal if 

00 { m I cos mc{J _._(<Jl:::C + <I>~) 
m=O SID e 

_-.!Q.~~[r(w~c+'II~)]} =0, 
fWE r arae . '=0 

E", = 0 on the metal if 

'" {a. L sin mc{J - - (<1>:;:" + <Vm ) 

m=O ae 

+ .yo ~ ~(r(W:;:c + W~ )]} = 0, 
IWe r SID 0 ar , _ 0 

H (} is continuous across the aperture if for E - 0 

00 {-my.o . I sin mc{J . ('I!:;:c + \II~ ) 
m = 0 SID 0 

1 1 a2 },=o+e + -. - ---[r(<I>:" + <P~)] = 0, 
IWf..l r ar ao , = a - e 

and H", is continuous across the aperture iff or E-O 

" cos mA. - y. _ (qJinc + WS 
) '" { a mL:o 'I' 0ao m m 

+ _. 1_~ ~[r(<I>~c + <I>~)] },=a+e = o. 
IWf..l r SID 0 ar .. ,= a - < 

Because the azimuthal eigenfunctions sin mc{J and cos mc{J 
form an orthogonal set over [0,21T], these conditions must 
be satisfied on a mode by mode basis. They require satisfac-
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tion of the following coupled set of dual series equations for the modal coefficients Amn and B mn : 

n= m 

(2.11a) 

(2.11b) 

n = m 

(2.12a) 
n = m 

sin 0 ae f Amn P ;- m(eos 0) = - ika f BmnmP;- m(cos e) (00 < O<.:rr) , (2.12b) 
n=m n=m 

where 

fmn = rmn [mP';:(cos einC)/sin Binc] in (ka), (2.13) 

gmn =rmn((:e P::')(COS einC )] [kain(ka)],. (2.14) 

Equations (2.11) result from the Eo and H", boundary con­
ditions and are naturally paired because their e and 4> depen­
dencies are the same; Eqs. (2.12) result from theE", and He 
boundary conditions. The absence of any spherical Bessel or 
Hankel function in (2.11b) and (2.12b) results from appli­
cation of the modified Wronskian relation 

in (x) [xh n (x) ]' - h n (x) [ xi. (x) J' = il x. (2.15 ) 

Note that ao -=0 lae. 

III. PSEUDODECOUPLING ANSA TZ 

In the problem of plane wave scattering from a solid 
sphere it is known2

? that the TE and TM portions of the 
problem may be decoupled. Satisfaction of independent 
boundary conditions applied directly to the TE and TM De­
bye potentials leads to series defined over the entire 0 inter­
val, [0,1Tj; and orthogonality arguments then produce a 
complete decoupling. Introducing the hole results in mixed 
boundary conditions over partial e intervals and a coupling 
of the TE and TM modes. Nonetheless, one might anticipate 
some form of TE/TM decoupling even in this case if the 
proper set of basis functions were employed. 

Consider the associated Legendre functions of negative 
order P n- m (cos e). For aU nand m they are known indepen­
dent solutions to Legendre's equation32

-
35

; 

.!/' f)P.- m(cos e) = - n(n + 1) (sin2 e)p n- m(cos e), 
(3.1 ) 

'" 
.!/'f) I {A mn1. (ka)h n (ka) -fmn}p.-m(cosB) =0 

n ''''' m 

where the operator 

.Y 0 -= (sin e ( 0 ) (sin e Of) - m 2
• 

They have the integral representations32 

P ;-m(cos e) = (_ 1)m (~)112 csc
m 

e 
1T r(m+p 

(3.2) 

X(e cos[(n+pt]dt (3.3) 
Jo [cos t - cos e ] 112 -m 

Note that our definition of P ~- m differs from that in Ref. 32 
by the factor ( - 1 )m. The related functions 

P n-m(cos B) 
-=( -l)n+mpn-m(cos(1T-e») 

= ( _ 1) m(~) 1/2 cscm
() 

1T rem + p 

11T sin[ (n + pt Jdt 
X (3.4) 

e [cos e - cos t ] 112 - m 

also satisfy (3.1). For n>m, these functions are identical by 
the standard symmetry relation 

p;- m(eos B) -= ( - 1)"+ mp .-m(COS(1T - e») 
-=p .-m(cos (). (3.5 ) 

However, for O<n < m, this relation no longer holds true. In 
particular, p.- m (cos e) is finite at B = 0 but infinite at 
B = 1T. On the other hand, P n- m (cos e) is finite at B = 1T but 
infinite at e = O. This behavior is immediately apparent for 
n = 0 where 

pom(cos e) = [( -l)mlm!]tanm «()12), 

Po m(cos B) = (llm!)cotm(B 12). 

(3.6a) 

(3.6b) 

Return now to the dual series systems (2.11) and 
(2.12). They are self-consistent if 

.!.f 0 f {Bmn [ka}. (ka) ]'[kahn (ka) r - gm.}p.- m(cos 0) = 0 
n= m 
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00 

.Y (I 2: Am"P"- "I (cos e) = 0 
n=m 

00 

.Y (I 2: Bm"P n- "I (cos e) = 0 
n:::;, m 

Bounded homogeneous solutions of these equations are ad­
missible and are proportional to P o~ m(cos e) and 
p o~ m (cos e) over their respective intervals. Solutions to the 
TE dual series system 

n = m 

(3.7a) 

n = m 

(3.7b) 

for m;;.1 and to the TM dual series system 
00 

2: {Bm " [kaj" (ka) ]' {kahn (ka)], - gm"}p "- m (cos e) 
fI=m 

(3.8a) 

f Bm"P n- "I (cos e) = PmP 0- m(cos e) (eo < e<:7T) , 

(3.8b) 

for m;;.O are therefore solutions to (2.11) and (2.12) pro­
vided that the "decoupling" constants am' Pm' am' and Pm 
are constrained by those coupled dual series equations. Since 

. [P o- m(cos e)] [ + Po- m(cos e)] 
SlOeao - =m - , (3.9) 

P 0- m(COS e) - P 0- m(COS e)_ 

the required constraint relations for m;;.1 are simply 

Pm = ikaam, 

am = ikaPm. 

(3.10) 

( 3.11) 

There is no m = 0 constraint relation because there is no 
m = 0 TE dual series equation. 

Consequently, although the TE and TM portions of the 
dual series systems (2.11) and (2.12) have been decoupled, 
the TE and TM modal coefficients are still coupled through 
these "decoupling" constant constraint relations. This ex­
plains the connotation "pseudodecoupling ansatz." The so­
lutions to the TE and TM dual series systems (3.7) and 
(3.8) subject to the constraints (3.10) and (3.11) comprise 
the desired result. 

IV. TE AND TM DUAL SERIES SOLUTIONS 

The TE and TM dua:! series systems can be reduced to 
more manageable and physically revealing forms with sever­
al manipulations. First, by introducing for n;;. 1 the functions 
X~ and X: so that 

jn (ka)h" (ka) = (1 + X~ )/ika(2n + 1), (4.1) 

[ kaj" (ka) ] , [ kah n (ka) ] , 

-[n(n+l)/ika(2n+l)](1+X~), (4.2) 
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the dual series systems (3.7) and (3.8) can be rewritten as 

00 

= 2ikaamP 0- m + 2ika 2: fmnP n- m 
" m 

'" -""A p- m - p-m L mn n = am 0 

~B n(n+l)(l+"')p-m 
~ mn 1 Xn n 

"=m n + '2 

= - 2ikaPm P 0- "I - 2ika 

00 

X I gmn P "- m (o<;e < eo), 
fI= m 

n = m 

As shown in the Appendix, in the quasistatic limit 

lim X~ = 0 + 6'1 (ka)2), (4.3a) 
ka·.O 

lim X: = 0 + 6'(ka)2). (4.3b) 
ka--O 

Thus, in analogy with the dual series treatments of the two­
dimensional slit cylinder coupling problems given in Refs. 
20-23, the static terms have been extracted. These TE and 
TM dual series must now be solved subject to Meixner's edge 
conditions; i.e., one must account for the singular behavior 
near the rim of the aperture required by the finite energy 
condition. The large n behavior of the solution coefficients is 
responsible for this edge behavior. Since, as shown in the 
Appendix, for large values of this index 

lim X~ - 6' (n - 2), (4.4a) 
"-00 

( 4.4b) 

the terms proportional to X~ and X~ are of order n - 2 smaner 
than the static pieces. To enhance the isolation of the large 
index behavior in the TM systems, we introduce the addi­
tional functions 

i~=n(n+ 1)(1 +x:)/(n +~)2_1 

= -{I + [4ikal(2n+ 1)l(kaj" (ka)], 

X [kah"(ka»)'}, (4.5) 

which exhibit the limiting behaviors 

lim i: = 6' (n- 2
) and lim i~ = - (2n + 1) -2, 

n-- 00 ka_O 

(4.6) 

and rewrite the TM dual series systems as 

f Bmn(n + ~)(1 + i~)P n-
m 

n~ m 2 

= - 2ikaPmP 0- m - 2ika 
(4.7) 

00 

X 2: gmn P "- m (0.;;;61 < eo), 
n m 

00 

I BmnPn-m=Pmpo-m (eo < e<;1T). 
n = m 
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00 

I BmnP;;m = (JmPo-m (Oo<O(.1T). (4.lOb) 
n=m 

We then treat the terms proportional to X: in (4.2) and it in 
(4.7) as forcing terms by moving them to the right-hand 
sides. This isolates the pieces responsible for the singularities 
near the rim of the aperture on the left-hand sides. Defining 
the forcing terms 

Fmn =2ikafmn - [Amnl(n+~)Jx:, 

Gmn = -2ikagmn -it(n+!)Bmn , 

( 4.8a) 

(4.8b) 

Equation (3.5) has been invoked to convert the P n- m to 
their duals P n- m over the aperture interval. This form of the 
dual series systems strongly suggests the solution process we 
introduce below. 

the TE and TM dual series systems for m) 1 become 

00 A 
"" ~p-m 
L., +1 n 
n~ m n '2 

00 

=2ikaamP o-m+ I FmnPn-m (0<;0<00 ), 

n=m 

00 

"A -p-m - -p-m 
L mfl n =am 0 

n=m 

(4.9a) 

(4.9b) 

For m = 0, the TM dual series becomes 

00 

= - 2ika{3o + I GOnPn (0(.0 < Oo), 
n=1 

00 

I BonPn =(Jo (00 <O<;1T), 
n=1 

( 4. lOa') 

(4. lOb') 

since P~ =.Pn , Legendre's polynomial, and Boo=.goo='O. 
00 

= -2ika{3m Pom+ I GmnPn-m (0<;0<00 ), 

n =m 

(4. lOa) 

The singular behavior of the fields near the aperture rim 
(0 = ( 0 ) is reflected in the corresponding behavior of the 
current components 

[ - YoE) 00 '" { [0 mpn-mcCOSO)] [ a ]} 
= 2

0 I cos m</J I Amn . + ikaBmn -p n- m(cos 0) , 
(ka) m = 0 n = m sm 0 ae 

(4.l1a) 

Jq, (O,</J) = H;; (a,O,</J) - H if (a,O,</J) 

[ 
+ YoE] 00. 00 { [a ]. [ mP n- m (cos 0) ]} 

= 2
0 Ism m</J I Amn o-P ;m(cos 0) + IkaBmn o' , 

(ka) m ~ 0 n cc m ao sm 0 
( 4.l1b) 

where, for instance, H; (a,O,</J) [H; Ca,O,</J)] is the </J component of the magnetic fi·eld for r<;a (r)a) evaluated at r = a. 
Because the angular dependence of the terms depending on A mn and B mn in these expressions is distinct, we use it to guide our 
constructions of the physically correct TE and TM solutions. These solutions require several summation formulas: 

C 4.12a) 

(4.12b) 

(4.12c) 

(4.12d) 

(4.12e) 

which are derived from the basic expressions [see Ref. 36, Eg. (3.71)] 

{ 

( - 1) m (1T /2) 1/2 (cos tP - cos 0 ] m •. 1/2 

i P n- mccos o)cos(n + ..!..)¢ = rem + p sinme 
o ~O 2 0 

(4.13a) 

(modified to our sign convention) and its dual 

i P n- m(cos O)Sin( n + ..!..)¢ = fO (1T/2) 1/2 [cos e - cos 1/,] m - 112 

0=0 2 r(m+1!2) sinme 
( 4.13b) 
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and the identities (see Ref. 36, 1.19 and 1.16) 

I (- l)n cos(n + pt =!!..- (O<t < 1T), 

n coo n + ~ 2 

~ sin(n + Ot 1T (0/ ) L --'--~"-'-- = - ~ t < 1T . 
ncO n+! 2 

A. TE dual series solution 

( 4.14a) 

(4.14b) 

We would like to reduce the associated Legendre func­
tion dual series system (4.9) to one in sines and cosines. This 
conversion would appear to be straightforward with the rep­
resentations (3.3) and (3.4) and with an interchange of the 
summations and integrations. However, consider Meixner's 
edge conditions (see Ref. 26, Sec. 9.2), which, when applied 
to the field generated by the TE Debye potential, imply that 
as the edge is approached along the surface r = a, 

H~ (a,B,</!) -a, (r<P',.,) I,~ a - (Bo _ B) + 112, 

H~ (a,e,</!) -a,ae (r<P',.,) I,~ a - (eO - e) -1/2. 

The corresponding portions of Je and J". near e = eo must 
behave, respectively. as 

(4.1Sa) 

( 4.1Sb) 

where m;;;d. Analogously, the e dependency of Eq. (4. 9a) 
near e = eo differs from that of ( 4. 9b) by (eo - e) + I. The 
factor (n + !) - 1 in (4. 9a) is responsible for this difference. 
Thus, with (see Ref. 37, (8.10.7) and (6.1.37)] 

lim P n- m(cos e) -n - m + 112 

x cos [ (n + pe - m1T/2 - 1T/4] 
( 1T sin B /2) 1/2 

and (4.13), Meixner's conditions are satisfied if 

(4.16 ) 

The simple summation-integration interchange is then not 
directly permitted because it will introduce terms that are 
proportional to delta functions and their derivatives; i.e., 
with (1.135) from Ref. 36 one finds, for instance. that near 
e = eo 

i: nj cos(n + ...!..)e cos(n + ...!..)Bo -b( j) ({}o - B), 
"0 2 2 

thejth derivative ofthe Dirac distribution. Interchange can 
be accomplished by preconditioning the dual series as fol­
lows. 

We need to introduce terms into (4.9) that will cancel 
the potential delta function contributions. This is accom­
plished with Eqs. (4.12)-( 4.14). In particular, we define the 
modified solution coefficients 
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(n;>m;;;d ), 

(O<n <m), 

( 4.17) 

and the modified forcing term coefficients 

Emn = Fmn (n;>m = 1), 

(n;>m;>2), 

(O<n<m), 

so that the TE dual series systems for m;> 1 become 

00 A 
'" ~p-m 
L 1 n n=on+ 2 

00 

+ L Fmn P n- m 

n=O 

'" "'A- -p- m --p-m 
~ mn n == am 0 

n "--,0 

The constants 

( 4.18a) 

(4.18b) 

(4.19a) 

( 4.19b) 

{

O' for m = 1, 
.~ = - (ka)2 (1T _ B )a 
I\m 0 mJ' 

2 (1T - Bo)aml - a"I2' 

for m = 2, (4.20) 

for m:>3. 

The additional unknown coefficients amj (j = 0, 
1, .... m - 1) provide the extra degrees of freedom needed to 
remove the unphysical singularities and permit the desired 
summation-integration interchange. In particular, their val­
ues will be fixed by our solution process so that for any m;> 1 

( 4.17') 

(4.18') 

Note that it can be inferred from the form of (4.19) that we 
have completed the basis function set for this open geometry 
by including the associated Legendre polynomials P n- m and 
P n-

m for O<n <m. 
Inserting ( 3.3) and ( 3.4 ) into ( 4.19) and interchanging 

the summations and integrations, the desired TE dual series 
are generated: 

~ Amn ( 1 ) L --cos n+- ( 
n<oon+~ 2 

= !!..- (a mO - K! ) + 2ikaam cos ~ 
2 2 

+ I FmnCOs(n +...!..) t (0« < eo), 
n=O 2 

(4.21a) 

~ - . ( 1) _ . (B ) L Amn sm n +- t=am Sln- o<t<11". 
0=0 2 2 

(4.21b) 

A solution of (4.21) is constructed as in Refs. 20-24 by first 
making the metal and aperture equations display the same t 
dependence. Two possibilities exist: integrating (4.21 b) or 
differentiating (4.21a). Only the former guarantees satisfac­
tion of (4.17'). Applying S7 dt to (4.21 b) leads to the dual 
series system 

R. W. Ziolkowski and W. A. Johnson 1299 



                                                                                                                                    

{

1T t 00 - ( 1) A - (a mO - ,.; ) + 2ikaam cos - + L Fmn cos n + - t (O,.;;! dlo), 
~ mn ( 1 ) 2 2 n ~ 0 2 
£.., --cos n +- t= 
n~on+~ 2 ,,;::; t 

=<m cos "2 (00 <t<.1T). 

(4.22 ) 

Since the left-hand side of (4.22) is now defined over the entire [0,1T] interval, Fourier inversion then yields the coefficients 

Ami = (a _ K!..) sin (I + oeo E '" -
mO m + (2ikaam - Mm )Ao, + Mm c50I + L FmnA~1 (l = O,}, ... ), 

l+! l+! n=O 

(4.23 ) 

where the inversion terms 

{

I [sin(n -1)80 sin(n + 1 + 1)80] 

A~, = ~ ('" cos[(n + ~) t/J] cOS[(1 + ~) t/J] dif; = -;; n ~ I + n + 1+ 1 
1T Jo 2 2 ~ [e + sm(21 + oeo] 

1T 0 21 + 1 

(n:;i/), 

(4.24) 

(n = I). 

Explicitly, (4.23) means 

m~ 1 a aJ sin(l + !)8o 
L mJ 8(1 I 
j~ 1 +! 

+ i FmnA;, (/ = O,I, ... ,m - 1), 
n=O 

m ~ 1 . _s_in--,(_I_+~2,,-,1 )_e-,,-o 
- £.., amj al

o" 
j~ I I+! 

+ (2ikaa m - Mm)A& + Mm c50l 

_ K!.. sin(l + peo ~ F AE 
mIl + £.., mn nl + 2 n ~O 

(I = m,m + 1, ... ). 

(4.23') 

(4.23" ) 

Furthermore, inversion requires continuity of the right­
hand side of (4.22) across t = eo' This yields 

amO =,.; - ~ [(2ikaam - Mm )cos eo 
1T 2 

+ n~oFmn cos(n ++) eo]. (4.25) 

The system (4.23) and (4.25) is an infinite system of 
linear equations for the TE solution coefficients. The first 
(m + 1) of these, (4.23') and Eq. (4.25), would not have 
appeared without the introduction of the terms amj' an' and 
an; hence, the terms cos(n + pe and sin(n + pe for 
n=O,I, ... ,m-l into (4.20. The A51 (/=0,1, ... ) terms 
originate in this completion of the expansion. Moreover, 
since there are no solution coefficients Amn (O<;n < m) in 
those first (m + I) equations, we may view them as ortho­
gonality relations. They determine the interchange coeffi­
cients amj (j = 1, ... ,m - 1) and a relation between the de­
coupling coefficients am and am' In a similar fashion, the 
TM case generates a relation between (3 m and Pm. The re­
maining two degrees of freedom are determined by the con­
straint relations (3.10) and (3.11). The coefficient amO is 
defined by (4.25) and is coupled to all of the other amj 

(j = l, ... ,m - 1) through the relation for 
(2ikaa m - 2iim ). However, it does not contribute directly 
to the solution coefficients Ami (l = m,m + 1, ... ). It only 
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provides that degree of freedom needed to insure continuity 
across the boundary between the metal and aperture inter­
vals. 

Equations (4.23) are solutions of the original dual series 
( 4. 9) subject to Meixner's edge conditions ( 4.15a). They are 
general solutions if these results are independent of the de­
coupling and interchange constants. This has been con­
firmed numerically for m = 1,2,3. A rich set of new associat­
ed Legendre polynomial identities is obtained from this 
validation proc.ess.25 We consider explicitly only the m = 1 
relations since they are employed for the normal incidence 
case discussed below. 

For m = 1, the solution system 

A '" 
_1_' = (2ikaa l - 2ii 1}A£ + L FlnA;, (I = 1,2, ... ), 
I+! n=1 

(4.26a) 

'" 
0= (2ikaa l - 2ii1)A~ + MI + L F1nA!;, (4.26b) 

n~1 

gives the coefficients 

AIl ~F rF.: "'::::L E 
--I = £.., In I:nl + =<1 II 
1+2 n~1 

(I = 1,2, ... ), (4.27a) 

where 

rfn, = A~, - A;oA~/A~, 

L~=-A~/~~. 

(4.27b) 

(4.27c) 

Substituting these expressions into the m = 1 versions of 
(4.9a) and (4.9b), the original dual. series system is satisfied 
since on the metal (o<;e < eo) 

00 

L rfn'P 1- 1 - P n- 1 - L ~nP 0- I = 0 (n = 1,2, ... ), 
'=1 

(4.28a) 

00 AE - I 
"'LEp-1 ()() p-I-O £.., 111- E 0-, 
'=1 ~ 

(4.28b) 

and in the aperture (eo < e<'1T) 

00 

I (21+l)r;,P,-1=0 (n=I,2, ... ), (4.29a) 
I ~ I 

'" L (21 + 1.)L t - P 0- 1= O. (4.29b) 
1 I 
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When evaluated over the metal interval (0<0 < 00 ), the left­
hand sides of Eqs. (4.29) yield Eqs. (4.15). 

B.TM dual series solution 

We proceed as in the TE case. Consider the dual series 
systems (4.10) and (4.10'). Meixner's edge conditions ap­
plied to the fields generated by the TM Debye potential im­
ply that near 0 = 00 

H~(a,O.<p) - (r'll~) Ir=o - (00 - 0)+3/2, 

H~ (a.e,ifJ) -ao (r\}l~ ) Ir= 0 - (00 - 0) + 1/2. 

Thus, from (4.11a) and (4.11b), the portions of J o and J", 
generated by 'II~ near the aperture edge behave, respective­
ly. as 

( 4.30a) 

.~ 

I Bmn aop n- m(cos e) - (00 - 0) + 1/2, (4.30b) 
f1=m 

where m;'O. Analogously, the 0 dependency of the metal 
equations near 0 = eo differs from that of the aperture equa­
tions by (eo - e) -1. The factor (n + ~) in the metal equa­
tions is responsible for this difference. 

The requisite edge behavior (4.30a) is obtained if 

( 4.31) 

Consider first the cases with m > 0. Anticipating the effects 
ofthe operator interchange, we introduce the modified coef­
ficients 

_ m - 1 ( + 1) 0 {B B =" b . aj cos n 'j 0 mn 
mn L m] 00 1 + ° 

j=O n+ i 

(n;'m;.1), 

(O<n <m). 
( 4.32) 

I 

the modified forcing term coefficients 

Gmn = Gmn (n;.m = 1), 

G _ (ka)2 m~ 2 b aj sin(n + ~)Oo 
mn - -2-.L m(j+ 1) 00 1 

and the constants 

]=0 n+ z 
(n;'m;.2), 

(O..;;n <m), 

( 4.33a) 

(4.33b) 

.J! {a, for m = 1, 
IC:.. - (4.33c) 

m - [(ka)2/2]bml' for m;.2. 

The interchange constants bmj (j = 0,1 , ... ,m - 1) will be 
adjusted so that for all m;. 1 

( 4.32') 
n- OQ 

(4.33') 
n- 00 

The dual series systems (4.10) become 

00 

= - 2ikaf3mP 0- m + I GmnP n- m - K.:. 
n=O 

(4.34a) 

(4.34b) 

Introducing (3.3) and (3.4), interchanging summa­
tions and integrations, and applying the operator f~ dt to 
the resulting metal equation to attain similar t dependencies 
for both equations, the TM dual series prior to inversion are 

{ 

4 'k f3 . t ~ G mn . ( 1 ) J! 17" 
00 - I a m sm - + L --1 sm n + - t - K m - t 
"B- .( 1) 2 n=on+ 2 2 2 
L mn sm n +- t= 

n=O 2 f3-' t b 17" 
m sm-+ mO-

2 2 

(4.35 ) 

Introducing the terms 

(0 ) - iOo 
• (I 1) _ sin(l + peo e cos(l + peo PI 0 - t sm + - t - - 0 , 

o 2 (I + !)2 1 + ~ 
(4.36) 

o _ _ {..!.. [sin(n - 1)00 _ sin(n + 1 + 1)00 ] 
II 2. 1 . 1 17" n-I n+l+l 

Ani = --;; r sm[ (n + 2") ¢] sm[ (I + 2") ~J d¢ = ..!.. [eo _ sin(21 + 1 )eo] 
17" 21 + 1 . 

(n=j=/), 

(4.37) 

(n = I), 

Fourier inversion leads to the coefficient expressions for 
m;.1 

These contain explicitly m orthogonality re:!ations 

m~ 1 b aj cosU + !)OO 
- . - II -
Bm' = - (4Ikaf3m +f3m)AOI +f3mOOI .L m] 0. 1 + 1 

]=0 ; 

b cos(l + peo _ K.!. (e) + mO 1 I mPI 0 
+2 

" G + I ~A~ (/=0,1, ... ). 
n=on+ 2 

( 4.38a) 

= - (4ikaf3m +(Jm)~ + (JmOOI 

+ b cosU + !)OO _ K.!. (0) + ~ Gmn All 
mO 1 1 mPI 0 L 1 nl 

+2 n=On+ 2 
(l = O, .... m - 1). (4.38b) 
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and the coefficients 

Bml = - (4ika/3m +Pm)A%, + Pm DOl -K:.f.LI(eo) 

_m~lb.aj cos(/+!)eo+~ Gmn AH 
.L m) 1'1" I I L I nl 
)=1 +2 n=on+ i 

(/=m,m+l, ... ). (4.38c) 

Continuity across t = eo of the right-hand side of (4.35) 
gives 

bma = - II!. eo - 2. [( 4ikaf3 + P )sin eo 
m 11" m m 2 

~ Gmn . ( 1) e ] - L -- sm n + - 0 • 
n=on+! 2 

(4.39) 

Note that bma does not contribute directly to the solution 
coefficients Bm' (/ = m,m + 1, ... ). 

Equations ( 4. 3 8) are general solutions of ( 4.1 0) subject 
to Meixner's edge conditions (4.30b). As with the TE case, 
this has been confirmed numerically for m = 1,2,3. Explicit­
ly for m = 1 the resulting solution system 

BI/ = - (4ika/31 +PI)Nf, + I ~AI,[, 
n= I n +! 

(l = 1,2, ... ), (4.40a) 

O=PI- (4ika/31 +PI)~ + I ~A~ (4.40b) 
"=In+! 

yields. the coefficients 

B ~ GIn rH /3- L H 
1/ = L -- 1.1t1 + 1 II 

n=1 n+! 
(/ = 1,2, ... ), (4.41a) 

where 

rfn' = AI,[, - A~A{:,/ A~, 

Lft = -A~/~. 

(4.4lb) 

(4.41c) 

Satisfaction of the m = I versions of the original dual series 
system (4.10) is guaranteed since on the metal (o<;e < eo), 

00 

I (21 + l)rfn'P I-I - (2n + 1)P "-I 
1= I 

- Lf"Po- ' = ° (n = 1,2, ... ), (4.42a) 

00 AH - 1 I (21 + l)LftP I-1 - :H PO-I = 0, 
1=1 00 

(4.42b) 

and since in the aperture (eo < e<'1I") , 
00 

I rfn'P 1- 1 = 0, ( 4.43a) 
1= 1 

00 I L ~P ,- I - P 0- I = 0. ( 4.43b) 
1=1 

Finally, consider the m = ° case. Introducing the modi­
fied coefficients 

- {Boo BOlt = B 
Olt 

(n = 0), 

(n> 1), 

and the modified constants 

/3 ~ = /30 - BooI4ika, 

p ~ = Po + Boo, 
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(4.44 ) 

(4.45a) 

(4.45b) 

the dual series system (4.8') can be rewritten as 

.f Bo"P" =/J~Po (eo <e<'1I"). (4.46b) 
n=O 

Our TM solution process leads to the solution coefficients 

~ GOn H 
BOl = L --I r O.nl 

n=1 n+ 2 

where 

(/ = 1,2,00'), 

rH _ AH sin(n + !)eo AH 
O.nl - nl - sin (Jal2 01 

and the constant 

- ~ GOn H /30 = - L --I r o.nO • 
n=1 n+ 2 

(4.47a) 

(4.47b) 

(4.47c) 

The remaining constant /30 follows immediately from the 
continuity condition: 

(4ika/3 ~ + P ~) =4ika/3o + Po =.f GOn sin~n + peo . 
n = 1 n + ! sm eal2 

(4.48) 

C. Coupled TE and TM solution systems 

The modal coefficients of the original electromagnetics 
problem can now be constructed from the TE and TM dual 
series results. The TE solution systems for m> 1, (4.23), are 
still coupled to the corresponding TM solution systems 
( 4. 3 8) through the constraint relations (3.10) and (3.11). 
For m = ° only TM coefficients exist, and they are generated 
from (4.47). For each m an infinite linear system of the form 
(an invertible Fredholm system ofthe second kind) 

= = 
V ml + I uII m.nl V mn = I elY m.nl W mn 

n=O n=O 

(/ = 0,1,2,00') 

(4.49 ) 

is obtained and must be solved. A solution process analogous 
to the one developed in Ref. 20 can then be applied. 

The infinite linear system (4.49) is reduced to a finite 
one by recognizing that as n - 00 several. terms rapidl.y go to 
zero. In particular, the TE and TM solutions have been con­
structed so that for all m 

lim vii m.nl-tJ'(n- 3
), (4.50a) 

n- " 

lim Wmn _ tJ' (nm - 3/2 - n). (4.50b) 
n,··- eo 

Let us assume that N unknown coefficients are desired: 
Vml,oo.,VmN • Truncation then occurs in (4.49) aftertheNth 
term and the foHowing square system results: 

N N 

Vml + I uIIm.nlVmn = Io/Ym.nlWmn (/=O,l,oo.,N). 
n=O n=O 

(4.51 ) 

This system can be solved numerically, for instance, by 
Gauss elimination. Any additional coefficients can then be 
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generated recursively from (4. SI) by setting I = N + 1, 
N + 2, ... ,L. 

To illustrate this procedure, consider the m = 1 case. 
Introducing the terms S = -PI' 'Tf = ul,Zn = 2ika!ln, gIn 
= - 2ikaglJ(n + p, and A ln =Alnl(n +~) and com­

bining the constraint conditions (3.10) and (3.11), the or­
thogonality relations (4.26b) and (4.40b), and the coeffi­
cient expressions (4.27) and (4.41), one obtains the solution 
system (l = 1,2, ... ) 

= = 
(2ikaL ft)s + All + L (x~rfnJ)Aln = L rfnJln, 

n = J n = 1 

( 4.S2a) 

(4.52b) 

[2ika( 1 - A~)]S + ( - 2ikaA~)'Tf 

(4.52c) 

= 00 

+ L (i~A~)Bln = L A~ gIn' (4.S2d) 
n= 1 n= 1 

These equations clearly are coupled and take the form of 
(4.49). The infinite system (4.S2) is reduced to a finite one 
by noticing that 

( 4.53a) 
n- 00 n"_ OQ 

( 4.53b) 

Assuming that the coefficients A ln and BIn are desired for 
n = 1, ... ,N, the truncated solution system is 

N 
E - '" E -(2ikaL lI )s+A II + L (Xnrl.nl)A ln 

n=1 

N 

= L rfnll'n (l = 1,2, ... ,N), 
n=1 

N 

(LTI)S+B lI + L (i~rfnJ)Bln 
n=1 

N 

" 'rE 
-= L . l.nl gIn 

n 1 

(l = 1,2, ... ,N), 

(4.54a) 

(4.54b) 

!If 

[2ika(l-A~)]S+(-2ikaA~)'Tf+ L (X~A~)A'n 
n=1 

N 

= L A~Zn' (4.S4c) 
n=1 

N 

(1-~)S+ (-4(ka)2A~]'Tf+ L (X~A~)Bln 
n=1 

00 

=LA~gln' (4.54d) 
n"o- 1 

Numerical results generated from this system will be pre­
sented below. 

V. NORMAL INCIDENCE CASE 

The plane wave is normally incident when e inc = 0 or 
e inc = 1T. The e inc = 0 geometry is illustrated in Fig. 2. The 
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la) 
SIDE 

VIEW 
Ib) TOP VIEW 

</J • o· CUT 

</J. 90' 
CUT 

FIG. 2. Configuration of the scattering of a normally incident plane wave 
from a spherical shell having a circular aperture: (a) side view, (b) top 
view. 

restriction to normal incidence provides a great simplifica­
tion because 

[
mP'::.(COSe)] (e=einc=o) 

sme 

= [+~pm(cose)] «(}=eine=o) ae n 

= n(n + 1) 0 I' 
2 m 

[
mPmn(COSe)] . 

(e = emc = 1T) 
sin e 

= [_~pm(COse)] (e=e ine =1T) ae n 

= ( _ l)n + I n(n + 1) 0ml' 

2 

(5.1 ) 

(5.2) 

As a result, the potentials reduce to single sums involving 
only the m = 1 azimuthal mode: 

( 5.3a) 

(S.3b) 

Consequently, the coupled dual series systems for normal 
incidence coincide with the m = 1 case treated in Sec. IV; the 
modal coefficients A 'n and BIn are numerically generated 
from the solution system (4.54) with e me = 0 or 1T. The field 
components for normal incidence in terms of these coeffi­
cients are listed in Table II for convenient reference. These 
expressions isolate the coefficients, the r, the e, and the <p 
dependencies; hence they are very useful for current, energy 
density, and cross section calculations. 

An important analytical property of the dual series solu­
tion is simply revealed by the normal incidence case results. 
This is its trivial recovery of the scattering coefficients for the 
closed sphere case when eo = 1T. Let e ine = O. The terms 

(S.4) 

R. W. Ziolkowski and W. A. Johnson 1303 



                                                                                                                                    

T ABLE II. Electric and magnetic field components for normal incidence. 

Field components 

T Z. Ckr) 
E, = Eo I inCn + I )T,. --- P .-'Ccos e)eos,p 

• _, kr 

~ { _ . [krZ. Ckr)], _ } 
E. = Eo I O',"Z" Ckr)v,. Ce) -IT,,, w,. (0) cos,p 

• _, kr 

~ { _ . [krZ. Ckr) ]' _ } . 
E~ =Eo I O',.Z.Ckr)w,.ce) -IT,. v,.(O) smq, 

• -, kr 

00 Z.Ckr) 
H,= -foEo IinCn+I)cr,.---p. 'Ccose)sin,p 

• , kr 

, { _ . I: krZ. Ckr»), _ } . 
H. = - YoEo I T,.Z.Ckr)v,.ce) -10',. w,.ce) smq, 

• _, kr 

_ x { ,_ . [krZ.Ckr»)' _ } 
H~ - + YoEo I 'T,.Z. Ckr)w,. (0) -10',. v,. ce) cOs,p 

• ~ 1 kr 

Incident field 

Z. Ckr) = j. Ckr) 

. {I, 
0' o.e = i'C2n + I) 

,. C -1)·+', 

{
-I 

'T
onc =i·C2n+l) , 
,. C-I)·+" 

Scattered field for r < a 

Z. Ckr) = j. (kr) 

'T,-;' = B,. [kah. Cka) l' 

Scattered field for r> a 

Z" (kr) = h. (kr) 

O'~. =A,.j.(ka) 

'T,':. = B,. [kaj. Cka) l' 

Terms 

(}inc = 0 

e inc = rr 

(}lnC =0 

()inc = 1T 

_ p.-'ccose) -1 P~Ceose) 
v,.ce) =--.--

sm 19 n(n + I) sin 19 

w,.(e) = -a.p.-'(eose) = I a.p~(cose) 
n(n+ I) 

so that the modal coefficients 

ika(2! + 1 )/11 - il(2! + 1) 
A II = = ---'----'--

1 + xt hl(ka) 

- 4ikag ll /(21 + 1) 
B - = 

II - (21 + 1)(1 + it) [kahl(ka)], 

(S.Sa) 

(S.Sb) 

Referring to Eqs. (2.4)-(2.14) and to Table II, this means 
that (1) for r<,a, ¢'~ < = - $it~ and W; < = - lJIit~ so 
that the total potentials, hence the fields, are identically zero 
there and the boundary conditions E;an (r = a) 

= - E ;~~ (r = a) are satisfied and (2) for r> a, the stan-
dard results for the scattered potentials-fields given, for 
instance, in Ref. 38, Sec. 6.9, and Ref. 39, Sec. 16.9, are re­
covered. 

VI. CURRENTS ON THE SPHERICAL SHEll 

The most stringent test of the dual series solution is the 
calculation of the currents J(J and J", on the open spherical 
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shell. Verification of the required current behavior near the 
aperture edge is immediately apparent from graphical re­
sults. Moreover, the vanishing of the current in the aperture 
is an excellent test of the results and reflects the satisfaction 
of the corresponding TE and TM dual series equations in 
that region. For normal incidence the current expressions 
( 4.11) simply become 

( 
- YoEo] ~ [ P ~-'(cos 8) 

J(J(8,¢» = " cos¢> L AI" --.--
(ka) - n ~ , sm 8 

+ikaB'n J(JP~-'(COS8)], (6.1) 

J",(8,¢» = [+ Y~o] sin¢> i [AI" J(Jp"-'(cos8) 
(ka) n , 

P "·,(cos 8) ] 
+ ikaB'n. . 

sm8 
(6.2) 

A. Analytical preconditioning 

Consider first the quasistatic case where ka = 0.01, 
80 = 120°. In all of the examples a = 1.0. Simply performing 
the sums in (6.2) with the solution coefficients generated 
from Eqs. (4.S4), we find that the number of terms required 
to track the square root singularity in J", is large. The poly­
nomial sum L~'~ ,A," JIiP ~-' is the cause of this difficulty. 
However, the truncation number N (Sec. IV C) need not be 
large; and the remaining coefficients n = N + 1, ... ,L are re­
cursively defined from (4.S4a) and (4.S4b). This is demon­
strated in Fig. 3 where the real part of 
J", (8,1T/2) [(ka)2/YoEol is given for various truncation 
numbers. In Figs. 3 (a), 3 (b), and 3 (c) the truncation 
numbers N = Sand L = SO, SOO, and SOOO, respectively. 
However, the results may be improved by treating the singu­
larity analytically as follows. 

Inserting the coefficient expressions (4.27 a) and (4.41) 
into (6.1) and (6.2) and referring to the definitions given in 
Table III, the current components 

J - YoEo '" I F n 
{

}II [ KE(8) 
(J = , cOS'f' I" ---

2(ka)- "= , sin 8 

+ 4ika ~JIJK~{(8)] 
2n + 1 

- 2kas [~fn(:) + JIJK ~(8) ]} , 

+ YoEo .' '" { ~ [F J K r; 8 J", = sm'f',L, '" (J n ( ) 2(ka)2 n. , 

. G'n K ~/(8) ] 
+4Ika-----

2n + 1 sin 8 

_ 2kas [JoKg(O) + K~{(8) ]} 
sm8 

(6.3 ) 

(6.4) 

result. Two advantages of these expressions are immediate. 
First, the coefficients obtained from the matrix inversion can 
be used directly without calculating any additional coeffi­
cients by recursion. Second, the currents vanish analytically 
in the aperture. The terms proportional to F'n and G," give 
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"-) ... -o 
CII 
"C 

= C 
0) 

ca 
:: 

20 -. ~- .. --~- .. - .. ~~~~~~ 
~ (a) 

-o 
CII 
"C 

= C 
0) 

ca 
:: 

50 (b) 

40 

"-)..,. 30 -o 
CII 
"C = 

20 

c 
0) 

ca 
:: 

10' ; 

oL --~-. ......'0.... __ 

_ 5L~- > ~ >.~ > ~-.- --

o 30 60 90 120 

e (deg) 

50' (e) 

40-

30 . 

10· ) 
I _/ l I 

_~ C-. _~ __ ~~~~ ___ ~J 
o 30 60 90 120 150 180 

e (deg) 

-->-~.1 
150 180 

FIG. 3. Brute force summation of the J~ (fJ,rr/2) current expression requires a large number of terms to eliminate the numerical Gibbs' phenomena: (a) 
N= 5,L = 50; (b) N= 5, L = 500; (c) N= 5,L = 5000. 

TABLE III. Special functions and relations for the current expressions. 

where 

(fJ" <£]<:;rr) 

(O<:;fJ < fJo) 

SH(fJ) = + 4 {cos fJo (cos2 .!!.... - cos2 fJO)112 - cos2 .!!.... [arccos(COS(fJoI2) )-11 
rrA:;' sin fJ 2 2 2 2 cos(fJ 12) _ 

SE(fJ) = -4 {cos fJo (COS2.!!...._COS2 fJO)112 +cos2.!!.... [arccos(COS(fJoI2))]) 
- rr~sinfJ 2 2 2 2 cos(fJ/2) 

( fJ) _ 4 ( l)fJ [2(cos fJ - cos fJo) ]1/2 
u. - -; cos n +"2 0 sin fJ 

slj(fJ) = i A':,PI-I(cosfJ)+A~,l'o-l(fJ) 
1- I 

S~(fJ) = u. (fJ) + (2n + l)Slj(fJ) 
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TABLE IV. Derivative relations employed in the current calculations. 

J.SII «(}) = ~ [ - C?S () [cos (}O (COS2!!... _ COS2 (}O)I!2 _ COS'!!... arccos (COS«(}oI2»)] + ~ arccos (COS«(}oI2»)) 
rrAt;, sin- () 2 2 2 2 cos«(}/2) 2 cos«(}/2) 

+ 4 {- cos () [ (}o ( 2 () 2 (}o) 1/2 JesE «(}) =-- --.-,- cos- cos --cos -
rrA~ sm- () 2 2 2 

+ cos'!!.... arccos (cOS«(}oI2) )]_ ~ arccos (coS«(}oI2») __ ----::-__ cO_s..:..,«(}""'oI_2-,:.) __ --:-7:::) 
2 cos«(} 12) 2 cos«(} /2) 2(cos2((} /2) - cos2«(},/2»)112 

J u «(}) = - 8 cos(n + \)(}o [cos2 !!... (cos2 !!.... _ cos2 !!.'1.) + sin2!!... cos' (}o] 
e • rrsin2 (}(cos2 «(}/2) _ cos2 «(}oI2»)1I2. 2 2 2 2 2 

II ~ II _ I II P 0- I 
JeS n «()) = I A.,J.P I - A,., -.-

I-I sm(} 

no contributions in the aperture because K ~ and K;: are zero 
there. The terms proportional to 5 also reduce to zero there 
by (3.9). 

Restricting now our attention to the behavior of the cur­
rent on the metal, (6.3) and (6.4) yield 

. Gin K;:(8)] + 41ka -------
2n + 1 sin 8 

YoEo { N [ K ; U}) J - ----cos F ---
(I - 2(ka)2 tP n~1 In sin 8 

(6.4' ) 

(6.3') 

Near the aperture edge 8 = 80 the terms K; (8) and K;: (8) 
behave, respectively, as (80 - 8) 1/2 and (80 - 8)3/2. Conse­
quently, the square root singularity in J.p is generated by the 
term J(lK;(8) and, referring to Table IV, by the term 
J()s E (8). If the former is generated numerically, a large 
number of coefficients are required. However, referring to 

Cl 
c 28 
c 
o 
- 24 
"0 
c 
8 20 
~ 
c. 16 
::J 
o -= 12 
.~ 

E 
::J 
UI 

co 
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.g 0 
Q) 

§-4 
Z 0 

(a) 

: 

~ -
30 60 90 120 150 180 

e (deg) 

Cl 
C 
C 
0 

28 -~--" lIb) 
c 24 1. 0 
u 1 
Q) 

20 I: ... 
c. 
iii 
u 16· 
~ 
co 12 . c 
co 

-= '3 
8 

E 4· 
::J 
UI 

0 1 

iii 
u .;: -4 ~~~~.~~-~~ ~~ 
Q) 

E 0 30 60 90 120 150 180 
::J e (deg) Z 

FIG. 4. The Gibbs' phenomena is removed by handling the edge singularity analytically. The dominant sum in the J~ «(},rrI2) expression (a) without 

analytical preconditioning, and (b) with analytical preconditioning. 
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Tables III and IV for o<;a < ao, the relations 

K;(a) = S;(a) + A;OSE (a) 

= (2n + 1)s~(a) + Un (a) + A~SE(a), (6.5) 

aIlK;(a) = (2n + l)aes;;(a) + aeun (a) + A;o aesE(a) 
(6.6) 

indicate that one onl y needs to evaluate S ;; ( a) and a eS ;; ( a) 
numerically. Since S;;(a) =K;;(a) - A~SHce) over the 
metal and near the aperture edge aeK;;(a) - (ao - a)I/2 
and aesH - (ao - a) 1/2, the term aeS~(a) - (ao - a) 1/2 

near a = ao, which circumvents the numerical difficulties. 
The square root singularity is handled analytically through 
the terms aeu n and JOSE' A comparison of aoK f(a) evalu­
ated directly and with (6.6) is given in Fig. 4. Each sum 
included 800 terms. As desired, the (numerical) oscillations 
were removed by the analytical preconditioning. 

B. Numerical results 

o 

Because the current components 

Je(a,t/J) =Je(a,O)cost/J, 

J.p(a,t/J) =J.p(a,1T/2)sint/J, 

1.6 

e 1.2 
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" .a 
c 
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O~---------------L------­
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28r---~--------~--~--~~ 

24 

'];! 20 
CD 

~. 16 -o 
CD 

" ::J -c 
CI 
IV 
:!l 

12 

8 

4 

O~==~=-~~----~ 

30 60 90 120 150 180 

a (deg) 

( 6.7) 

( 6.8) 

FIG. 5. The magnitudes of the current terms /.(8,0) and /~(O,1TI2) 
induced on an open spherical shell with 00 = 120" when ka = 0.01 and 
o ,ne = ~.O •. 
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their important features are illustrated succinctly by consid­
ering Jo (e,O) and J.p (e,1T/2). Examples of the scaled cur· 
rent terms /0 =Jo(a,O)[ - 2(ka)2/yoEo] and /.p 
= J.p (a,1T/2) [2(ka)2/yoEo] are given in Figs. 5-10 forvar­

ious ka, aperture sizes, and angles of incidence. 
Values of 1/01 and I/.p I are given in Figs. 5 and 6 for 

the quasistatic limit (ka = 0.01), the angle of incidence e inc 

= 0.0, and, respectively, the aperture angles eo = 120· and 
ao = 170°. For both cases the truncation number N = 10. 
Essentially the same results were generated with N = 3. This 
low truncation number is typical for quasistatic cases be­
cause the n = 1 term dominates the behavior. The term 
1/ III is given in Fig. 7 for a inc = 0.0, eO = 120·, and the ka 
values 1.0, 3.0, 5.0, and 10.0. The corresponding graphs of 
I/.p I are given in Fig. 8. For all of these cases the truncation 
number was taken to be N = 1 O( ka). This choice yields con­
vergent results. The plots in Fig. 7 clearly demonstrate that 
our solution reproduces the required ceo - a) 1/2 behavior of 
Jo near a = ao; Fig. 8 demonstrates that the required square 
root singularity of J.p near e = eo is present. In Fig. 9 the 
terms Re(/o) and i/oi are plotted for eo = 120°, 
ka = 1.0, e inc = 0°, and e inc = 180°. Very different be­
haviors are obtained. When the wave is incident on the shell 
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FIG. 6. The magnitudes of the current terms / e (0,0) and /" ~ (0,1T/2) 

induced on an open spherical shell with 00 = 170" when ka = 0.0 I and 
fl"C = 0.0'. 
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FIG, 9, A comparison of the real part and the magnitude of the current term ,j'" 8 (B,O) induced on an open spherical shell with Bo = 120' when ka = 1,0 and 
the angle of incidence B me = 0' and B UK = 180°. 

(0 inc = 180°), 1/01 is much more uniformly distributed 
over the shell. The hump near the aperture edge which ap­
peared when 0 inc = 0° is no longer present. In Fig. 10, 1/ I! I 
is given for oinc = 0° and ka = 1.0 when 00 = 120° and 
00 = 170°. The latter case exhibits a more pronounced hump 
near the aperture edge. 

The distributions of J Ii and J", over the entire spherical 
shell for ka = 3, OIOC = 0·, and 00 = 120· are shown in Figs. 
I 1 and 12. In Fig. 1] the values of If 11 • and 1/",1 are replot­
ted in more detail to provide a reference for Figs. 12. In Figs. 
12 (a) and 12 (b) / IJ is viewed from the directions (0 = 0, 
tP = 0) and (0 = 76°, tP = 125°). Dark red represents the 
largest values; dark blue the smallest ones. The characteris­
tic cosine pattern and null at the aperture edge are very ap­
parent. The corresponding views of / '" are given in Figs. 
12(c) and 12(d). The associated sine pattern and edge sin­
gularity are nicely reproduced. 

The current results have been validated with a totally 
independent method 19: a completely numerical solution 
based upon a method of moments (MoM) analysis of the 
problem. It has been demonstrated that the MoM solution 
converges to the dual series results when the former is appli­
cable. 
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VII. ENERGY DENSITIES 

To provide some measure of the degree of coupling of 
the incident field into the spherical cavity, the energy density 
at the center of the shell normalized to the incident field 
energy density there was calculated. This also allows a direct 
comparison with Senior-Desjardins results. 12.13 

Consider the normal incidence field expressions given in 
Table n for r = O. With the small argument relations in the 
Appendix, one obtains (n#O) 

jn (0) =0, {[ xjn (x) ],Ix}.. _ 0 = jDnl' 

Un(x)lx]x=o =jDn1 • 

Moreover, P 1- l(COS O)/sin 0 = -! and - JOP 1-
1 (cos 0) 

= cos ( (j 12). Therefore, the general electric and magnetic 
field vectors at the origin are 

(E"Ee,E",) (r = 0) 

= (i/3)EoT11(sin 0 cos tP. cos 0 cos tP, - sin tP), (7.1) 

(HJ!o.H",) (r = 0) 

= (iI3) YoEOU11 (sin (j sin tP. cos 0 sin tP, + cos tP), 
(7.2) 
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FIG. 10, A comparison of the magnitudes of the current term ,r e (8,0) 

induced on open spherical shells with (a) 80 = 120' and (b) 80 = 170', 
when ka = 1,0 and the angle of incidence 8 inc = 0', 

where 

all = cit." + al~ = cit." + A IIhl (ka), 

I'll = -fl~e + 1',~ = -fl~e + BII [kah I (ka)]" 

the incident field terms being 

{
3' einc=o, -inc I, 

UII = . 3/, e inc = 1T, 

~nc _ { - 3i, Bine = 0, 
II - 3i, B inc = 1T. 

(7.3 ) 

(7.4 ) 

(7.5) 

(7.6) 

Consequently, the associated energy density relation is sim­
ply 

V(r = 0) =!( jEj2 + jZoHj2)(r = 0) 

=E~(jallj2+ 1'1112)/18, 

which leads to the desired energy density ratio 

V'OI (r = 0) 

Vine (r = 0) 

Idt,C + a,~ 12 + lr',~c + 1'1<11 2 

jdl~cj2 + lr'tt2 

(7.7) 

=1s{j3i+A I1 h l (kaW + 1 3Q::B II [kah ,(ka)]'2} 

=!{jl- (i/3)A ll h l (ka) 12 + 11 
± (i/3 )BII [kah I (ka) ] 'j2} (7.8) 
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induced on an open spherical shell with 80 = 120' when ka = 3.0 and the 
angle of incidence 8 inc = D'. 

The upper sign is appropriate for B inc = 0; the lower sign for 
e inc = 1T. 

The quantity 10 loglo [V,o, (r = O)/Vine (r = 0)] is 
plotted in Figs. 13-15 for the aperture angles 10°,30°, and 60° 
(i.e., for Bli = 170°, 150°, and 120°) and for the angle of inci­
dence e inc = 0°, Several interesting features are apparent im­
mediately. For eo = 170° the open spherical shell acts very 
similarly to a spherical cavity of the same size. The peaks in 
the data at ka = 4.49, 2.74, 3.87, and 4.97 closely corre­
spond, respectively. to the lowest TE and TM modes of a 
closed cavity (see Ref. 36, pp. 268-271); i.e., to the lowest­
order zero x 11 of [xi1 (x) J and to the zeros Xl' ,X;2' and Xl3 
of [xi I (x) ]'. They are slightly offset (detuned) from the 
closed cavity values because of the presence of the aperture. 
Extensions of the discussion in Sec. V for eo near 1T and for ka 
small lead to the approximate coefficient expressions in this 
ka region, 

( 7.9a) 

(7.9b) 

which readily explain the locations of the observed features. 
At higher ka peaks corresponding to the roots x"P of 
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(a) (b) 

(c) (d) 

FIG. 12. The modal structure of the currents induced on an open spherical shell with en = 120' when ka = 3.0 and the angle of incidence e on, = O'is revealed 
with three dimensional graphics: (a) a top view of the magnitude of the current term "Fe (e,</J); (b) a side view of the magnitude of the current term 
/'8 (e,</J); (c) a top view of the magnitude of the current term .t'" (e,qS); (d) a side view of the magnitude of the current term /,,, (e,qS). 

[xi" (x)] = ° and x~p of [xi" (x)]' = ° appear. The antire­
sonance form of the peaks at ka = 3.87 and 4.97 was not 
anticipated. In fact, only the TEn' and TM", modes 
(n = 1,2, ... ) develop the resonance form of the peaks; all 
others have the anti resonant form. This behavior is a result 
of ( 1) the modal patterns induced in the open cavity-an 
TEnp and TMnp (p =1= 1 ) modes have nulls at r = 0, and (2) a 
reradiation effect that occurs because the aperture is backed 

1311 J. Math. Phys., Vol. 28, No.6, June 1987 

by a resonant cavity.40 The important features in the ka 
scans of (7.8) for larger apertures are associated with the 
modes effecting the antiresonant behavior. 

Detuning of the cavity by the larger aperture is notice­
able in the eo = 1500 data. The resonance peaks are broad­
ened and the anti resonance peaks have become broad de­
pressions. The resonance locations are downshifted to lower 
ka values (lower frequency); the antiresonance locations are 
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FIG. 13. A scan in ka of the total energy density of the field at the origin 
normalized to the energy density of the incident field there for an open 
spherical shell having an aperture angle of 1700 and a plane wave incident at 
e me = 0'. The solid line is generated by the dual series solution, the dots by a 
MoM surface patch code. 

upshifted to higher kG values (higher frequency). The de­
pressions at the antiresonance locations indicate that this 
slightly open cavity may have poor energy storage character­
istics, hence a large scattering cross section at those points. 
Energy storage and cross-section calculations are also in 
progress to study this (for instance see Ref. 40). 

The largest aperture (eo = 120°) data shows nearly a 
complete detuning of the cavity. The observed depressions 
are shallower and broadened. They correspond to the origi­
nal antiresonance locations ka = 3.87 and 4.97, thus demon­
strating the considerable upshift in ka of their locations as 
the aperture size increases. The data also indicates a focusing 
of the energy near r = 0 over a large range of ka. This is 
expected since the shell is beginning to look largely like a 
spherical reflector when 00 = 120°. 

Comparing these results with those of Senior and Des­
jardins, very distinct dissimilarities are evident. Although 
the resonance peaks at ka = 2.74 and 4.49 are present in 
their results, the antiresonance peaks at ka = 3.87 and 4.97 

40 
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FIG. 14 A scan in ka of the total energy density of the field at the origin 
normalized to the energy density of the incident field there for an open 
spherical shell having an aperture angle of 150' and a plane wave incident at 
e 'he = 0'. The solid line is generated by the dual series solution, the dots by a 
MoM surface patch code. 
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FIG. 15. A scan in ka of the total energy density of the field at the origin 
normalized to the energy density of the incident field there for an open 
spherical shell having an aperture angle of 120· and a plane wave incident at 
f) one = D', The solid line is generated by the dual series solution, the dots by a 
MoM surface patch code. 

are not. Similarly, the antiresonance depressions in the 
eo = 1500 data are absent. Also, the levels they predicted for 
small ka are close to 50 dB smaller in the 00 = 170° data and 
20 dB smaller in the eo = 150° data than ours. Analogously, 
their resonance peak levels are higher than those we predict. 
Our results again have been validated with a method of mo­
ments calculation. 19 Sample data points from those checks 
have been included in Figs. 13-15. Agreement is very good. 

VIII. SUMMARY 

A complete solution of the scattering of a plane wave 
from a spherical shell having a circular aperture was devel­
oped in this paper. The angle of incidence and the polariza­
tion of the plane wave were arbitrary. This solution was con­
structed with a dual series equations approach and was 
validated in several different ways. Numerical results were 
given for the case of normal incidence. Induced currents on 
the open spherical shell were presented and it was demon­
strated that they satisfy Meixner's edge conditions. Energy 
density scans in kG were also given; they were dominated by 
resonance features characteristic of the open spherical cav­
ity. 

Several new concepts and techniques were reported. 
The associated Legendre functions P n- m for O<.n < m and 
their duals P n - m were introduced to produce a system of 
pseudodecoupled TE and TM dual series equations and to 
insure satisfaction of Meixner's edge conditions. Procedures 
were described in detail that generated an analytical soJ.ution 
of the resui.ting, previously untreated dual series systems and 
a numerical solution oftbe resulting infinite system oflinear 
equations for the modal coefficients. Analytical precondi­
tioning of the current sums led to resuJ.ts free of any Gibbs 
oscillations. The resonance features in the kG scans of an 
energy density ratio at the origin were observed to be pre­
dominantly of an antiresonant form. 

Cross-section and stored energy calculations are cur­
rentl.y in progress. Preliminary cross-section results are also 
dominated by anti resonance features and suggest that they 
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are characteristic of a cavity-backed aperture. These studies 
are summarized in Ref. 40. 
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APPENDIX: ASYMPTOTIC BEHAVIOR OF THE TERMS 

X~ ANDX~ 

The small argument and large index behavior of the 
terms X~ and X~ will be developed for n > O. The spherical 
Bessel function expansions (see Ref. 37, Eqs. 10.1.2 and 
10.1.3 ) 

. (17/4) 112(x/2)n 
J (x) - ---'----

n - r(n + i) 

X[I- x
2 

+o·(x
4

)] 
2(2n+3) n2

' 
(Al) 

- i (x) -(n + 1) ( 1 ) 
hn (x) = 1/2 - r n + -

(417) 2 2 

xl+ x +6"::...., [ 2 ( 4)] 
2(2n - 1) n2 

(A2) 

and the identity 

r(n +~) = {[(2n -1)' ... '5'3'l]12n
}171/2 (A3) 

provide the necessary expressions. Equations (A 1) and 
(A2) yield 

[ X' (x)]' = (!!...)1/2 (n + 1) (~)n 
:In 4 r(n + ~) 2 

Xl- +0'-( 
(n + 3 )x

2 (X4)] 
2(n+l)(2n+3) n2

' 

(A4) 

i nr(n+..!..)(~)-(n+l) 
(4'17")1/2 2 2 

X[l+ (n-2)x
2 

+tJ(x:)]. 
2n(2n - 1) n-

(AS) 

Combining (AI )-(A3) gives 

jn (x)h n (x) = 1 
i(2n + l)x 

[ 
2x2 (X4)] X 1+ +tJ - ; 

. (2n-1)(2n+3) n4 

(A6) 
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combining (A3)-(AS) gives 

[xjn (x) ]'[xhn (x)], 

n(n + 1) 

- i(2n + l)x 

X[l _ (2n2+2n+3)x2 

n (n + 1)( 2n - 1)( 2n + 3) 

Consequently, for sman arguments 

limx~ = lim {[ i(2n + 1 )xjn (x)h n (x)] - 1} -0, (A8) 
X~ .... O x_O 

1· '" l' [{-i(2n+1)X 1mXn = 1m 
x-o x-o n(n + 1) 

and for indices larger than the argument 

(AlO) 

(All ) 

Note that this limiting behavior is responsible for the num­
ber of terms required for convergence of the solution. In 
particular, for large enough N, the terms 

xt(ka) -X~ (ka) - (ka/N)2 

and the elements of the matrix.&' ij in (4.49) are small. This 
explains the choice N = 10 ka for the examples. 
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Quantum mechanics for internal motions of the three-body system is set up on the basis of the 
complex vector bundle theory. The three-body system is called a triatomic molecule in the 
Born-Oppenheimer approximation. The internal states of the molecule are described as cross 
sections in the complex vector bundle assigned by an eigenvalue of the square of the total 
angular momentum operator. This bundle is equipped with a linear connection, which is a 
natural consequence of a geometric interpretation of the so-called Eckart condition. The 
coupling of the internal motion with the rotation is understood naturally in terms of this 
connection. The internal Hamiltonian operator is obtained which includes the internal motion­
rotation coupling and a centrifugal potential. The complex vector bundle for the triatomic 
molecule proves to be a trivial bundle, though the geometric setting for the internal motion is 
independent of whether the bundle is trivial or not. 

I. INTRODUCTION 

Quantum mechanics of a few-body system has been 
drawing increasing interest in quantum chemistry. 1 A few­
body system is called a molecule in the Born-Oppenheimer 
approximation. Theoretical treatment of nonrigid molecules 
has been related more or less with the Eckart frame. 2 Tachi­
bana and the author3 have discussed quantum mechanics of 
nonrigid molecules without using the Eckart frame, but they 
did not refer to the geometric setting in the large. This paper 
is a continuation of the previous paper3 with particular inter­
est in an application of the theory of connections in complex 
vector bundles.4 

It is Guichardet5 who observed that the center-of-mass 
system is made into a principal fiber bundle with a rotation 
group as structure group, and is endowed with a connection 
by the Eckart condition. Using the holonomy theorem,4 he 
proved that the vibration cannot, in general, be separated 
from the rotation. 

On the basis of Guichardet's observation, the present 
author6 showed that a moving frame, called the Eckart 
frame, exists relative to which the molecule moves without 
rotation, but it depends on a choice of the molecular motion 
and is not unique for any molecular configuration. For this 
reason the Eckart frame is not suited for a description of 
quantum mechanics of nonrigid molecules. 

The organization of this article is outlined in the follow­
ing way: Section II deals with the center-of-mass system. It is 
shown that the center-of-mass system for a triatomic mole­
cule is made into a principal SO (3) bundle Q and that the 
base manifold M: = Q ISO (3), called the internal space, is 
diffeomorphictoR3+ = {(x,y,z)ER3;z>O}. Since the base 
manifold is contractible to a point, this SO(3) bundle be­
comes a trivial bundle7

; Q~R3+ XSO(3). Any point of Q 
can then be assigned uniquely by the internal coordinates in 
R3+ and the Euler angles in SO (3). A coordinate sys~em, 
called the Dragt coordinate system, is introduced on Q so 
that the Euler angles and the internal coordinates may as­
sign, respectively, the principal axes of moment of inertia 
and the molecular configuration relative to the principal 
axes. 

Section III is concerned with the connection due to Gui­
chardet. The connection form and the curvature form are 
defined on the SO ( 3) bundle Q and expressed in the Dragt 
coordinate system. It is to be noted that even though the Q is 
a trivial bundle, the connection has non vanishing curvature, 
i.e., the Q is not flat with respect to this connection. 

Section IV is a review of the total angular momentum 
operator. The angular momentum operator is obtained as 
the infinitesimal generator of the SO (3) action on Q. The 
right and left actions of SO (3) are strictly distinguished. The 
left and right actions give rise to the angular momentum 
operator with respect to a fixed frame and to the principal 
axis frame, respectively. 

In Sec. V, the connection is discussed again in terms of 
vector fields. The connection is by definition an assignment 
of the vibrational (or horizontal) subspace of the tangent 
space at every point of Q. Rotational and vibrational vectors 
are discussed to demonstrate that the connection theory nat­
urally fits mechanics of several-particle systems. The con­
nection form is in fact dual to the angular momentum. 

Section VI discusses the metric and the volume element 
induced on the internal space. The results will be used for 
constructing the internal Hamiltonian operator in Sec. VIII. 

In Sec. VII, the complex vector bundles VI' I being non­
negative integers, are introduced in association with the 
SO(3) bundle 1T: Q->M. The linear connection and the cur­
vature are defined in VI and expressed in the Dragt coordi­
nate system. Like the SO (3) bundle Q, the VI is a trivial 
bundle. 

In Sec. VIII, quantum mechanics for internal states is 
established on the vector bundle VI together with the as­
signed internal Hamiltonian operator HI which acts on cross 
sections in VI' The energy functional is used to derive the 
operator HI from the usual Hamiltonian operator acting on 
wave functions on the center-of-mass system. The HI is a 
matrix-valued second-order differential operator which con­
tains both covariant derivation operators with respect to the 
linear connection introduced in Sec. VII and a matrix-val­
ued centrifugal potential arising from the conservation of the 
total angular momentum. This section contains also remarks 
about internal Hamiltonian operators. 
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The result obtained can be interpreted in terms of gauge 
theory as follows: The rotation of the molecule induces a 
gauge field (the curvature introduced in Sec. VII). The in­
ternal motion is coupled with the gauge field through the 
gauge potential (the connection introduced in Sec. VII). 
The gauge field plays the role of a magnetic field on the 
internal space, and may be called the Coriolis field. The in­
ternal Hamiltonian describes the internal motion in cou­
pling with the Coriolis field under the presence of the centri­
fugal potential. 

The three-body problem in lR3 is in marked contrast 
with the same problem in lRz. In fact, in the former case, the 
SO(3) bundle and the associated complex vector bundles 
are both trivial, but in the latter case, the SO (2) bundle and 
the associated complex line bundles are neither trivial. 8 

II. SETTINGS IN THE CENTER-Of-MASS SYSTEM 

A. An orthonormal system 

Consider a three-body system in lR3
, which we call a 

triatomic molecule (or a molecule in short) in the Born­
Oppenheimer approximation. Let Yk and m k , k = 1,2,3, de­
note the position vector and the mass of each particle, re­
spectively. Then the configuration space Qo of the molecule 
is the linear space of all the triples Y = (YI' Yz, Y3)' The cen­
ter-of-mass system Q is defined as the linear subspace of Qo 
defined by 

(2.1 ) 

We define the inner product K on Qo by 

K(x,y) = Imk(xkIYk), (2.2) 

where the round brackets denote the standard inner product 
in lR3

• The induced inner product in Q will be also denoted by 
K without any confusion. 

The rotation group SO (3) has a natural action on the 
configuration space Qo; 

(2.3 ) 

where gESO(3). Since Eq. (2.1) is invariant under the 
SOC 3) action, the SOC 3) also acts on the center-of-mass sys­
temQ. 

We start with the following proposition. 
Proposition 1: The following system {Ck JkJk+3}, 

k = 1,2,3, is an orthonormal system in Qo with respect to the 
inner product K: 

Ck = NO(ek,ek,ek ), k = 1,2,3, 

Ik=NI(m3ek,O,-mlek), k=I,2,3, (2.4) 

h+k = N 2 ( - mZek,(m 1 + m 3)ek , - m 2ek ), k = 1,2,3, 

where Aj, j = 0,1,2, are normalization constants given by 

No = (m l + m 2 + m 3 )-I/Z, 

NI = (m lm 3(m l + m3))-I/2 , (2.5) 

Nz = (m 2 (m l + m 3)(m l + mz + m3 ))-I/Z. 

It is a matter of calculation to verify that {CkJk,h + k}' 
k = 1,2,3, form an orthonormal system. The vectors {j), 
j = 1,2, ... ,6, span thecenter-of-mass system Q, and the {ck }, 
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k = 1,2,3, are the basis of Q 1, the orthogonal complement of 
Q. The space Q 1 is identified with the space of center-of­
mass vectors. In fact, let B denote the center-of-mass vector 

3 (3 )-1 3 
B= k~1 mkYk k~l m k = k~1 Bkek · (2.6) 

Then any triple (Yl>YZ'Y3) is as usual broken up into 

(YI'YZ'Y3) = (B,B,B) + (x I,XZ,X3 ) (2.7) 

with ~ m k X k = O. It is now easy to see that 

3 B kC 
(B,B,B) = I __ k , 

k~ I No 
(2.8) 

which assures the above assertion. The triple 
x = (XI' XZ, X 3 ) is of course expressed in terms of {j), 
j= 1,00.,6; 

6 

x=Iq~, qj=K(x,fj). (2.9) 
j~1 

Thus we may consider (B k I No,qj), k = 1,2,3, j = 1'00.,6, as 
the Cartesian coordinates in Qo; 

3 B kC
k 

6 . 

Y = I --+ I q1fj . 
k~ I No j~ 1 

(2.10) 

It is now an easy matter to calculate K (g 1:, fj ), 
i,j = 1,2'00.,6, etc., for gESO(3) in order to express the 
SO (3) action in the block diagonal form 

(" g J' gE80(3), (2.11) 

with respect to the basis {C k JkJ3+ k}' k = 1,2,3, where 
missing matrix entries are all zero. 

In view of (2.11), we are allowed to think of the center­
of-mass system Q = lR6 as a product space lR3 X lR3

, the first 
factor spanned by Ik' and the second by 13 + k' k = 1,2,3. 
The SO(3) action on Q=lR3 XlR3 is then a diagonal one. 
Moreover, the vectors ~ q Yk and ~q3 + k h + k can be repre­
sented in the original space lR3

• In effect, on setting r k = q k 

and Sk = l + k, k = 1,2,3, to define the vectors r = ~rkek 
and s = ~s kek in lR3

, we obtain, after a straightforward cal­
culation, 

r = (m lm 3)/(m l + m3))I/Z(XI - x 3) , 

_ (mz(ml + m 3) )lIZ( _ mix i + m3X3) (2.12) s- X z . 
m l +m2 +m3 m l +m3 

These are Jacobi vectors used often in the three-body prob­
lem.9

,10 Thus the points X of the center-of-mass system can 
be thought of as the pairs of vectors (r,s). 

B. The internal space 
Following Guichardet,5 we make the center-of-mass 

system Q into a principal fiber bundle with structure group 
SO(3). To this end, we have to investigate whether the 
SO(3) action on Q is free or not. Suppose that gr = rand 
gs = s for some vectors rands. Ifrands are linearly indepen­
dent, g must be the identity. If they are linearly dependent, g 
need not be the identity. Therefore setting 

D = {(r,s)ElR3 X lR3 
; Ar + f.ls = 0 with (A,f.l) =1= (O,O)}, 
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we find that the SO(3) acts freely on 

Q: = (R3 XR3
) - D, (2.13 ) 

so that the quotient space M: = Q ISO (3) is a manifold, 
called the internal space. Thus we obtain a principal fiber 
bundle 1T: Q ..... M with structure group SO (3). We note here 
that the excluded set D corresponds to the configurations in 
which three particles lie in the same line, and two or three of 
them may happen to collide. 

Now we wish to study the topology of the internal space. 
For this purpose we consider the mapping 

(r,s) ..... (lrI 2 - IsI 2,2(rls), 2lrxsll. (2.14) 

Note that the quantities in the mapping image are invariant 
under the SO (3) action. Since the set D is excluded, I r X s I 
must be positive. The quantities Irl2 - Isl 2 and (rls) range 
over all the real numbers. Hence, by (2.14), Q is mapped 
onto R3+ , the half-space of R3. Furthermore, it is easy to 
verify that 

(Ir12 - Is1 2)2 + 4(rls)2 + 41rxsl2 = (Ir12 + Is21)2 . 

(2.15 ) 

Conversely, when given a point (w k) ofR3+ , the inverse 
image of the mapping (2.14) is the set of solutions to the 
coupled equations Irlz - Isl z = Wi, 2(rls) = wZ, 21rXsi 
= w3 > O. In solving these equations, we see from (2.15) 
that Irlz + Isl2 is determined in terms of w\ k = 1,2,3, so 
that Irl and lsi become known. Moreover, the angle made by 
two vectors rand s is determined by 2(rls) = wZ. Thus we 
can obtain a triangle formed by a certain pair of linearly 
independent vectors ro and So in R3. The solutions are then 
the SO (3) orbit of r 0 and so' This shows that the inverse 
image of (W

k )ER3+ under the mapping (2.14) is topologi­
cally SO (3). Therefore we obtain the following theorem. 

Theorem 2: The internal space M = Q ISO (3) is topolo­
gically R3+ . Since R3+ is contractible to a point, the princi­
pal fiber bundle 1T: Q ..... Mbecomes a trivial bundle,? where 1T 
is equivalently given by (2.14). 

The triviality of the bundle 1T: Q ..... M implies the exis­
tence of a cross section? l7 0: M ..... Q, 1TOl7 0 = id. This fact was 
known tacitly by Dragt,l1 and Levy-Leblond and Levy-Na­
has,lz and used effectively in analyzing the states of nonin­
teracting three particles. According to them, rand s can be 
expressed in the form 

r = p(cos( tP/2)cos(X/2)ul - sine tP/2) sin (X/2) uzl , 

s =p(sin(tP/2)cos(X/2)u l + cos (tP/2)sin(x/2) uzl , 

(2.16) 

where (p,X,tP) are internal coordinates subject to 

o <p < + 00, 0 <X<1T/2, O<tP<21T, 

and Uk =gek, k = 1,2,3, are a moving frame such that the 
molecule is set on the plane spanned by UI and U z. We will 
refer to these coordinates as Dragt's coordinates. In the suc­
ceeding section we will see that the Uk are chosen so as to lie 
in the direction of the principal axes of moment ofinertia for 
the molecule. It is also to be noted that the determinant of the 
coefficient matrix of (2.16) is! sin X, so thatx#O. Now Eq. 
(2.16) with Uk = ek, i.e., g = id, provides a cross section l70: 
M ..... Q. Every element ofQis then given in theformgl7o(w), 
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gESO(3), wEM. Here we remark that the structure group 
acts on Q to the left, contrary to the usual convention accord­
ing to which the structure group acts on the principal fiber 
bundle to the right. 

From (2.16), the projection 1T given by (2.14) takes the 
form 

Wi = Irlz - Isl 2 = pZ cos tP cos X, 

W
Z = 2(rls) = pZ sin tP cos X, 

w3 = 21rxsi =pz sinx>O, 

(2.17) 

so that (pz,tP,1T/2 - X) can be thought of as the spherical 
coordinates in R3+ . 

We conclude this section by fixing the Euler angles as 
follows: 

UI = el (cos /3 cos a cos y - sin a sin y) 

+ ez(cos/3 sin a cos y + cos a sin y) 

+ e3 ( - sin/3 cos y) , 

Uz = el ( - cos /3 cos a sin y - sin a cos y) 

+ e2 ( - cos/3 sin a sin y + cos a cos y) 

+ e3(sin/3 sin y) , 

u3 = el sin/3cos a + e2 sin/3sin a + e3 cos/3, 

where O<a<21T, O</3<1T, O<y<21T. 

III. THE CONNECTION DUE TO GUICHARDET 

A. A review of the connection 

(2.18) 

In Ref. 6, using the connection form due to Guichardet,5 

we have shown that there exists the Eckart frame, a frame 
relative to which the molecule moves without rotation, along 
any curve xU) in the center-of-mass system, but it depends 
inevitably on the choice of xU). Hence the Eckart frame is 
not suitable for description of molecular motions in quan­
tum as well as classical mechanics. 

The connection form is defined as follows5
,6: Let A zRd 

denote the space of antisymmetric tensors of order 2 on Rd
, 

and so(d) the Lie algebra ofSO(d). A linear isomorphism R 
of AZRd to so(d) is defined for 5= 2.i<j 5ij e;f\ej and 
x = 2.x je j by 

(3.1 ) 

The inertia operator A x : A zRd 
..... A zRd is defined on the cen­

ter-of-mass system by 

(3.2) 

which is symmetric and positive definite, and k ranges from 
1 to N, the number of particles. The connection form w on 
the center-of-mass system is then given by 

W=R( -Ax~ILmkXkl\dxk)' (3.3) 

where R (5) stands for Rs for notational convenience. 
In our case, d = 3. Ifwe set 512 = (p, 5Z3 = r/Jl, 531 = r/Jz, 

the two-vector 5 = 2.i< j 5ije j 1\ ej is identified with 
r/J = 2.r/J je j • Put another way, A2R3 is identified with R3 by 
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elA e2 -+e3 and the cyclic permutations. Accordingly, R be­
comes a linear isomorphism oflR3 to so(3); 

Rs (x) = R", (x) = - ¢>Xx, for xER3. 

Alternatively, R(e l ) is the matrix (Sij) with nonzero ele­
ments S23 = - S32 = 1 only, and so on. It should be noted 
that R is Ad-equivariant in the sense that 

(3.4 ) 

With the above identification in mind, we treat A x and w 
in the form 

Ax (¢» = I mkxk X (¢>Xxk ) , (3.5) 

w = R ( - A x- I I mkxk X dXk ) . (3.6) 

We note again that Ax is symmetric and positive definite, 
because 

Moreover, using (3.4), we can verify that 

Agx(¢» =gAx(g-I¢», 

(3.7) 

(3.8 ) 

A :w = Adgw = gwg- I , (3.9) 

where A : denotes the pullback by theg action; Ag (x) = gx. 
A vector field U = (Uk)' k = 1,2,3, on Q, which is sub­

ject to l: mkuk = 0, is called vibrational if it satisfies 
w(u) = 0. From (3.6) this condition becomes equivalent to 

(3.10) 

because dXk (u) = Uk' and R andAx are nonsingular. Equa­
tion (3.10) means that the total angular momentum vanish­
es for the vibrational vector fields. In this sense Eq. (3.10) is 
viewed as a generalization of the Eckart condition to any 
configuration of the molecule. Rotational vector fields are 
defined as infinitesimal generators of the SOC 3) action on Q, 
which are given by R", (x): = (R", (x k »), k = 1,2,3. We no­
tice that for rotational vector fields R", (x) one has 

W(R",(X»)=R( -Ax- 1 ImkxkX( -¢>XXk ») 

=R(Ax-1Ax(¢»)=R",. (3.11) 

Equations (3.9) and (3.11) are characteristic of the connec­
tion form. 4 We notice here that because of the left action Eq. 
(3.9) is expressed in a form different from the usual one. In 
what follows we will express Ax and w in terms ofr ands and 
of Dragt's coordinates. 

B. The inertia operator 

We start by calculating l: m kX k X dx k . Since rand s are 
given by (2.12), the vectorsxk, k = 1,2,3, with l: mkxk = 0, 
are expressed as linear combinations of rand s. Consequent­
ly, a straightforward calculation gives 

(3.12 ) 

Applying (3.12) to a rotational vector R", (x), one obtains 

I mkxk XR",(xk ) =rXR",(r) +sXR",(s). (3.13) 
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We note here that since SO (3) acts on Q in the form (gr,gs), 
rotational vector fields are expressed as (R", (r),R", (s»). 

From (3.5) and (3.13) it follows that 

Ax (¢» = rX (¢>xr) + sX (¢>XS) . (3.14) 

The matrix elements (ej lAx (ek ») of A x are then easy to calcu­
late in terms of rand s: 

(ej lAx (ek ») = - (rjr k + sjs k) (j-=/=k), 

(ek IAk (ek ») = Irl2 + Isl2 - (rk)2 - (Sk)2. 
(3.15 ) 

Applying (3.14) to Uk =gek, k = 1,2,3, together with 
(2.16), we obtain 

Ax(u1) =p2sin2(xI2)Ul' 

Ax (u2) = p2 cos2(XI2)u2 , (3.16 ) 

A x (u 3 ) =P2
U 3 • 

These equations show that the Uk lie in the direction of the 
principal axes, and at the same time give the principal mo­
ments of inertia. 

c. The connection form 

The connection form (3.6) is now given from (3.12) as 

w=R(-Ax-1(rxdr+sXds»), (3.17) 

where A x- 1 is the inverse of the matrix given in (3.15). 
In what follows we are going to calculate w in Dragt's 

coordinates. For this purpose, the following formula, easy to 
prove, is of great help. 

Proposition 3: The frame (Uk)' k = 1,2,3, satisfies the 
relation 

(3.18 ) 

where 8 \ k = 1,2,3, are left-invariant one-forms on SOC 3) 
which are expressed as 

8 1 = sin y d(3 - sin (3 cos y da , 

8 2 = cos y d(3 + sin (3 sin y da , 

8 3 = cos (3 da + dy . 

( 3.19) 

Remark: When we set g = (Uk) and 
8 = -l: R (ek )8 \ a matrix-valued one-form, Eq. (3.18) 
is written as dg = g8, or 8 = g-l dg. 

Proposition 4: The right-invariant one-forms 'l'j, 
j = 1,2,3, are given by 'l'j = l: gjk8 k, gjk being the compo­
nents of g. From Eqs. (2.18) and (3.19) one has 

'1'1 = - sin a d(3 + sin (3 cos a dy , 

'1'2 = cos a d(3 + sin (3 sin a dy , 

'1'3 = da + cos (3 dy . 

(3.20) 

For the proof we use (3.4). Since the right-invariant 
matrix one-form is defined as 'I' = dg g-l = g8g- l

, one ob­
tains 

g8g- 1 = -g IR(ek 8 k)g-1 

- IR(gek8
k
) = - IR (Igjkej8k ). 
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Thus \{I = - L R (ej ) \{Ij with \{Ij = L gjk 9 k. In the course 
of the calculation, we have also obtained 

(3.21 ) 

Now we proceed to the calculation of UJ. Using (2.16) 
and (3.18), we are ready to compute rXdr+sXds in a 
straightforward manner to obtain 

rXdr + sXds = p2 sin2 (x/2)u I9
1 + p2 cos2 (X/2)u 29 2 

(3.22 ) 

SinceA x- I is given from (3.16), the connection form (3.17) 
turns out to have the form 

UJ = \{I + R(U3)~ sin X d¢. 

We denote the components of UJ as follows: 

UJ = 2.. R(uk )(7k = 2.. R(ek)UJ k. 

On account of Eqs. (3.21) and (3.23), one has 

(71 = _ 9 1 , 

if = - 9 2
, 

~ = - 9 3 + ~ sin X d¢ , 

UJI = - \{II + ~ sinf3 cos a sin X dt/J, 

UJ2 = - \{I2 + ~ sin f3 sin a sin X d¢ , 

UJ3 = - \{I3 + ! cos f3 sin X d¢ . 

In summary, we have the following. 

(3.23 ) 

(3.24 ) 

(3.25 ) 

(3.26) 

Theorem 5: The connnection form UJ takes the form 
(3.23) or (3.24) with (3.25) and (3.26) in Dragt's coordi­
nates (2.16). 

Since the principal fiber bundle 1T: Q-+M is trivial 
(Theorem 2), the connection form UJ is pulled back on the 
internal spaceM through the cross section (70: M -+ Q. In fact, 
setting a = f3 = r = 0 in (3.23), we obtain 

(3.27) 

D. The curvature form 

The curvature form n is given by the structure equation 

n=dUJ-UJ/\UJ. (3.28) 

Note here that SOC 3) acts on Q to the left, so that the struc­
ture equation takes a different form from the usual one.4 We 
wish to express the n in Dragt's coordinates, as we have 
done for UJ. To this end, the following propositions are of 
great use. 

Proposition 6: The left- and right-invariant one-forms 9 
and \{I on SO (3) are subject to the following Maurer-Cartan 
equation,13 respectively: 

d9 = - 9 /\ 9, d\{l = \{I/\ \{I . (3.29 ) 

Proposition 7:- ThematricesR (Uk)' k = 1,2,3, satisfy the 
commutation relations 

(3.30) 

To prove these equations, we note that [R(e l ), 

R(e2 )] = - R(e3) (cyc!.), which are easy to see. On using 
(3.4) with gek = Uk' Eq. (3.30) proves to be a consequence 
of these commutation relations. 
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We are now in a position to write out (3.28) in Dragt's 
coordinates. From (3.23) we obtain 

dUJ = d\{l + R(U3)~ cos X dX /\dt/J 

+ (R(u l )9
2 

- R(U2)91
) /\ ~ sin X d¢, 

where we have used (3.18) to get R(du3) =R(u l )9
2 

- R (u2 )91
• On the other hand, using (3.21) and (3.30) to 

get 

R(u3)\{1 = \{IR(u3) + R(u2)9 1 
- R(u l )9

2
, 

one obtains 

UJ/\UJ = \{I/\ \{I + (R(u l )9
2 -R(u2)81)/\! sinxdt/J. 

Thus the curvature form (3.28) turns out to be 

(3.31) 

Theorem 8: The curvature form n is expressed as (3.31 ) 
in Dragt's coordinates (2.16). 

The n is pulled back on the internal space through the 
cross section (70 to give 

atn = R(e3)~ cos X dX /\d¢. (3.32) 

From (3.27) and (3.32) we have atn = datUJ. 

IV. THE TOTAL ANGULAR MOMENTUM OPERATOR 

The total angular momentum operator is defined 
through the infinitesimal generator of the SO (3) action. The 
operator Jj will be defined as i times the infinitesimal gener­
ator -0 of the action of exp tR (ej ), j = 1,2,3. While we have 
treated the left action of SO (3), the right action is also of 
great importance in dealing with the total angular momen­
tum operator. Recall Eq. (2.16); rand s are assigned by the 
moving frame Uk and the internal coordinates. The left ac­
tion of hESO(3) maps Uk = L u~el to Uk = hUk 
= L(L hjlu~ )ej with the Euler angles (a',f3',y'), keeping 

the internal coordinates fixed. This means that we are ob­
serving the rotation of the molecule in the fixed fame {e k }. 

Contrary to this, under the right action of h, the Uk are 
mapped to L uj hjk' while the internal coordinates are left 
invariant. This implies that we are observing the rotation of 
the molecule in the moving frame {Uk}' In effect, the right 
action is related to a left action as follows: Let the matrixg be 
viewed as a set of the column vectors Uk = ge k' Then under 
the left action of exp tR (uj ), the moving frame g = (Uk) is 
mapped as a whole to (exp tR (Uj ) )g, which are put into, by 
using (3.4), 

(exp tR (uj»)g = g(exp tR (ej ) )g-Ig 

= g( exp tR ( ej ») . (4.1 ) 

Thus the left action of exp tR (uj ), the rotation of the mole­
cule around the uj axis, becomes equivalent to the right ac­
tion of exp tR ( ej ) on the frame g = (u k ). 

Though the total angular momentum operator is al­
ready well known, we wish to derive them in order to realize 
the difference between right and left actions. 

A. The left action 

We start with the left SO (3) action on a triple XEQ. Let 
h (t) = exp tR (ifJ) be a one-parameter subgroup of SO (3). 
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Then its infinitesimal generator is given by 

I (R(¢)Xk I a~k) = I ( - ¢XXk I a~k ) 

=( -¢/IXkX a~k)' (4.2) 

where a /ax k , k = 1,2,3, denote the gradient vectors. Let 

a 
J = '" Xk X- = - '" eJ. . (4.3) 
~ aXk ~ J J 

Then the infinitesimal generator ( 4.2) is written as 
( - ¢I J). Since ~ = ( - ej IJ), each ~ turns out to be the 
infinitesimal generator of exp tR (ej ), j = 1,2,3. 

We tum to the expression of J in rand s. Since the action 
of h(t) has the form (h(t)r,h(t)s), in the same manner as 
( 4.2) we have 

J=rx~+sx~= -"'eJ., (4.4) 
ar as ~ J J 

where ~ = ( - ej IJ) is expressed in rand s. 
Following the same procedure as the above, we can ex­

press ~, j = 1,2,3, in the Euler angles. For any rand s, we 
set r(t) = h(t)r, s(t) = h(t)s, and Uk (t) = h(t)uk, where 
udt) has the Euler angles (a(t), /3(t),y(t») with a(O) = a, 
/3(0) =/3, y(O) = y. Then, making use of (3.21), we have 

d~~) = (I 8 k
(:JUk )xr(t) , (4.5) 

and the same equation for s(t), where d /dt stands for the 
tangent vector to the curve r( t). In fact 

dr(t) = dh(t) h(t)-lr(t) = 'II(!!...) r(t) 
dt dt dt 

= - I 8
k
(:JR(Uk )r(t) 

= (I 8 k (:Ju k )xr(t). 

The same calculation is good for s(t). 
Let h(t) =exptR(ej ) for a fixed j. Then (dr/dt)(O) 

=R(e)r= -ejxr, and (ds/dt)(O)=R(ej)s= -ej 
Xs, so that we have 

-ej =I8
k
(:Ju k (b) . 

For each j, this is the equation which determines 
(a(O), P(O),y(O») and hence ~. A straightforward calcula­
tion then results in 

a . a cosa a 
J j = cos a cot /3 - + sm a - - ---

aa a/3 sin /3 ay' 

. a a sina a 
Jz = sm a cot /3 - - cos a - - -- - (4.6) 

aa a/3 sin /3 ay , 

a 
J3 = --

aa 

The ~, j = 1,2,3, are known as the right-invariant vector 
fields on SO(3), which satisfy, for the right-invariant one­
forms (3.20), 

(4.7) 
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The total angular momentum operators are defined as 
Jk = iJk to satisfy 

[JI> Jz] = iJ3 (cycl.). (4.8) 

B. The right action 

The right action of h (t) is expressed as Uk (t) 
= ~ ujhjk(t). Differentiation gives udO) = ~ ujhjk(O). 

On the other hand, Eq. (3.18) provides 

(u 1(0),u Z(0),u 3 (0») = (U 1,UZ,U3 )8(!!...) I . 
dt 1=0 

Hence, for each h ( t) = exp tR ( ej ), this equation reads 

(I U/h/k (0») = (Uk )8(!!...) I . 
dt 1=0 

This determines (a(O),P(O),y(O»), and therefore Lj , the in­
finitesimal generator of the right action of exp tR (ej ). To 
obtain L j is now a matter of calculation: 

cosy a . a a 
Ll = --- - sm y - - cos y cot /3 -

sin /3 aa a/3 ay , 

sin y a a. a 
L z = -----cosy-+smycot/3- (4.9) 

sin /3 aa a/3 ay , 

a 
L3= --

ay 

These are known as the left-invariant vector fields on SOc 3), 
which satisfy, for the left-invariant one-forms (3.17), 

8 k(L) = _Okj • (4.10) 

The total angular momentum operators are defined as 
Lk = - iLk to satisfy 

(4.11 ) 

It is worth mentioning that Jk and Lk are related by 
3 

I gjkLk =~, j= 1,2,3, ( 4.12) 
k=l 

as the right- and left-invariant one-forms are related in the 
same fashion (Proposition 4). From (4.3) and (4.12) it fol­
lows that 

(4.13 ) 

This equation is consistent with Eq. (4.1). In fact, from Eq. 
(4.1) the infinitesimal generator Lk of the right action of 
exp tR (ej ) must be the infinitesimal generator of the left 
actionofexp tR(uk ). HencetheL k must equal ( - Uk IJ) on 
account of (4.2) and (4.3). However, this is also a conse­
quence of (4.13). We note in conclusion that in a different 
manner the operators J k and Lk are derived in Ref. 14 in the 
coordinates (t/J,fJ,¢) = ( - a, - /3, - y). 

In summary we have the following. 
Proposition 9: The total angular momentum operator J 

is expressed as 

Jh .", a .( a a) = -1~XkX--= -I rX-+sX-
aXk ar as 

(4.14 ) 
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where Jj = iJj and Lk = - iLk are given by (4.6) and 
(4.9), respectively, in the Euler angles. 

V. ROTATIONS AND VIBRATIONS 

A. Rotational and vibrational vectors 

We have introduced the connection in Sec. III in terms 
of differential one-forms, and defined vibrational vector 
fields as those vector fields for which the connection form 
vanishes. Rotational vector fields are the infinitesimal gener­
ators of the SO (3) action. In this section, we review again 
the connection in terms of vector fields. Let K x denote the 
inner product induced from K into the tangent space Tx (Q); 

(5.1 ) 

We show that the vibrational vector fields are orthogonal to 
the rotational vector fields with respect to Kx' In fact, for a 
vibrational vector field v, subject to (3.10), and a rotational 
vector field R", (x), we have 

= (I mkvk xxkl¢) =0. (5.2) 

Thus every tangent space to Q is decomposed into an orthog­
onal direct sum of the rotational and vibrational subspaces. 
This is indeed the alternative definition of the connection 
that Guichardet5 first gave. 

Let P x denote the projection such that P x (v), VE Tx (Q), 
is the rotational component of v. Then we have, for 
v = ~(Vk la laxk)' 

Px (v)j = (A x-I I mkxk XVk )xxj , j = 1,2,3. 

Because the complement v - Px (v) is vibrational; 

I mjXj X (vj - (A x- I I mkxk X Vk ) XXj) = 0 . 

(5.3 ) 

The rotational vector fields .l; and L j have of course the 
rotational components only. Indeed, for 

Jj = I ( - ej XXk I a~k ) , 

Lj = I ( - uj XXk I a~k ) , 

(5.4 ) 

we have, from (5.3) and (5.4), Px ( .l;) k = - ej XX k and 
Px (Lj)k = - uj Xxk· 

It is of great importance to recognize that the rotational 
vector field is dual to the connection form. Ineed, from 
(3.5), (3.6), (3.24), and (5.4), it follows that 

(5.5) 

Each of these equations is a specialization of Eq. (3.11). 
These are also verified by (3.25), (3.26), (4.7), and (4.10). 

We now deal with vibrational vector fields. For a vector 
field X on the internal space M, its vibrational (or horizon­
tal) lift4,5 is defined as the vibrational vector field on Q which 
projects to X; 1T * X: = X 1T(X) , where 1T * is the tangent map 
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of 1T: Q--M, Alternatively, the X * is determined by 
w (X *) = 0 and 1T * X * = X. Weare going to obtain vibra­
tional lifts in Dragt's coordinates. For ala; j, (; j) 
= (p,x,1/J), their vibrational lifts (a la; j)* are found, by 
using (5.5), to be 

( a )* a ( a )* a 
ap = ap' ax = ax ' 

( a )* a 1. 
a1/J = a1/J -ZSlllX L

3' 

(5.6) 

In summary, the Jj (or Lj ) and .( a I a; j) * constitute a 
basis of the space of vector fields on Q. 

B. Rotational and vibrational covectors 

In Sec. V A we have seen that the connection is an as­
signment of the vibrational subspace of the tangent space at 
every point of Q. In this section we deal again with the con­
nection in the cotangent space. Let T: (Q) denote the cotan­
gent space to Qat x. Then the inner product Kx provides an 
isomorphism K~ of Tx (Q) to T:(Q); 

K~(u)'v: =Kx(u,v) , u,vETx(Q). (5.7) 

Let K ~ (u) = P = (Pk). Then from (5.7) one has 
Pk = m k Uk' Further, every cotangent space is equipped with 
the inner product K:; for p,qET:(Q), K: is defined 
through K; = (K ~ ) - I as 

K * K (K# K# ) '" (Pklqk) x (p,q) : = x x (p), x (q) = £.. . 
m k 

(5.8) 

An assignment of the vibrational subspace of the cotan­
gent space is made as follows: With the infinitesimal gener­
ator R", (x) of the SO(3) action, we can associate the rota­
tional covector K~(R",(x») = (mkR",(xk »), a triple. Then, 
like vibrational vectors in the tangent space, vibrational co­
vectors are defined as those which are orthogonal to rota­
tional covectors with respect to K:. For a covector 
p = (Pk), the orthogonality condition takes the form 

IxkXPk =0, (5.9) 

which is similar to Eq. (3.10), and interpreted as a general­
ization of the Eckart condition. 

Now, in a dual manner to (5.3), we can obtain the rota­
tional component P: (p) of a covector p as follows: 

P:(P)j=(A;-IIxkXPk)xmjXj' (5.10) 

For the proof, we have only to show that p - P: (p) is vibra­
tional; 

IXk X~k - (A x-I IXj XPj )xmkXk) = O. 

This is, however, easy to verify. 
The components ofthe connection form, w j or (7j, have 

indeed the rotational components only. To see this, we note 
that w j and (7j are expressed as 

w j = ( - ej IA x-I I mkxk XdXk) , j = 1,2,3, (5.11) 

(5.12) 
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These are easy consequences of (3.6) and (3.24). Because of 
these expressions of wi and u i, we have dealt with the con­
nection form w in the vector-valued form 
w=Ax-l~mkxkXdxk in Ref. 3. Equations (5.11) and 
(5.12) are put into the form 

(5.13 ) 

(5.14) 

respectively. Thinking of wi and u i as covectors and apply­
ing (5.10), we have P~(wi)k = -Ax-I(ei)xmkxk and 
P~(uj) = -Ax-l(ui)Xmkxk' 

We turn to vibrational one-forms. On account of (5.9), 
a one-form v = ~(Pk Idxk ) is vibrational if and only if it 
vanishes for any rotational vector R", (x); 

v(R", (x)) = I(Pk 1- </1Xxk ) = - (I Xk XPk 1</1) = O. 

For d~j, (~j) = (p,x,1/J), the pullbacks 1T*d~j are vibra­
tional, as is easily seen. In summary, we have found the basis 
wi (or u i ) and d~ i, viewed as one-forms on Q, in the space of 
one-forms on Q. This basis is dual to the basis Jj (or L j ) and 
(a /a~ i)* obtained in the last section. 

Proposition 10: The one-forms wi (or u i ) and d~ i and 
vector fields Ji (or Li ) and (a / a~ i) * constitute dual bases 
on Q, where wi and u i are the components of the connection 
form w [see (3.24)], and ~ and L j the components of the 
infinitesimal rotational vector J [see (4.13)], respectively, 
and (a / a~ i) * are the horizontal lifts of a / a~ i, 
(~i) = (p,x,1/J). 

Remark: In a local sense, this proposition holds true for 
any internal coordinates. 

VI. THE METRIC AND THE VOLUME ELEMENT ON THE 
INTERNAL SPACE 

A. The metric 

We have defined the inner product K on Q, which in­
duces the metric tensor Kx given in (5.1). In a symbolic way, 
we can write Kx as 

= (drldr) + (dslds) . (6.1 ) 

Here the last equality holds because of the fact the (rk) and 
(s k) are the components of XEQ with respect to the ortho­
normal system {lkJ3+k}, k = 1,2,3. Our purpose in this 
section is to express Kx in terms of w j (or u i ) and d~ i, the 
basis obtained in the last section. 

Using (5.4) and (3.7), we obtain, for Ji and Li , 

Kx ( Ji , J,) = I mk (ei XXk Ie, Xxk ) 

(6.2) 

and similarly 

Kx(Li,L,) =(uiIAx(u,)). (6.3) 

We turn to Kx!(a/a~i)*, (a/a~i)*), (~j) = (p,x,1/J). A 
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metric tensor (b ij) is defined on the internal space M by 

bij = Brr(x) C;i' a;i): = KX(C;ir ' (a;i r)· 
(6.4 ) 

The bij are well defined, that is, the right-hand side of (6.4) is 
independent of the x chosen, because every vibrational sub­
space at x in the same SO (3) orbit is isomorphic with the 
tangent space to Mat 1T(X), and because Kx is SO(3) invar­
iant. Thus on account of the orthogonality of ~ (or Li ) and 
(a / a~ i) *, and of the duality (Proposition 10), we have 

In order to get (bij) in an explicit form, we refer to Eq. 
(6.1). Using (2.16), (3.18), and (3.25), we can work outKx 
to get 

(drldr) + (dslds) 

= dp2 + !p2(dX2 + cos2 X d1/J2) + p2 sin2 (X/2)(UI )2 

+ p2 cos2(X/2) (~)2 + p2(~)2 . (6.6) 

From (6.5) and (6.6) together with (3.16), the induced 
metric on the internal space turns out to be 

Brr(x) = dp2 + !p2(dX2 + cos2 X d1/J2) . (6.7) 

Ifwe setp2 = 7 and X = 1T/2 - e, Eq. (6.7) goes over into 

Brr(x) = (1/47)(d~ + ~(de2 + sin2 ed~)). (6.8) 

This shows that Brr(x) is a conformally flat metric, because 
47Brr(x) is the standard flat metric expressed in the spherical 
coordinates (7,e,1/J) in R3+ . 

Theorem 11: The internal space is endowed with the 
conformally flat metric which is expressed as Eq. (6.7) in 
Dragt's coordinates (2.16). 

For the sake of use in Sec. VII, we discuss also K ~ in a 
dual manner toKx. From the definition (5.8) ofK~ togeth­
er with (6.2), (6.3), and (6.4), we obtain 

K ~ (Wi,W i ) = (e i IA x- I (ei )) , 

K~(d,ui) =(uiIAx-I(Ui )), 

K~(d~i,d~ i) = b ij, 

(6.9) 

(6.10) 

(6.11 ) 

where (b ij) is the in verse of ( b ij ). Equation (6.11) can serve 
as a generalized definition of Wilson's G matrix. 15 

Using (6.9)-(6.11), we obtain, for a real-valued func­
tion I on Q, 

K~(dJ,dl) 

- I_I (..3L 1..3L) 
m k aXk aXk 

= I (eilA x-l(ei))JJJil + I bij(a;ir I( a;j r I 
= I (uilA x-I(Uj))LiILjl + I bij(a;ir/ ( a;j r/. 

(6.12 ) 

This equation is dual to Eq. (6.5), and the coefficients are 
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ready to be known from (6.6) in Dragt's coordinates; 

K":(dJ,dl) = 2 • 21 (Ld)2 
p sm (X12) 

1 LI2 1 12 + 2 2( 12) ( 2 ) + 2"(L3 ) 
pcosX P 

+(:~r 
4 (al )2 4 (( a )* )2 + 2" - + 2 2 - I . (6.13) 
pax pcosx a¢ 

B. The volume element 

In order to perform integration on the internal space, we 
have to fix the volume element which is to be deduced from 
that on the configuration space Qo. The volume element on 
Qo is of course dQo: = dYI/\ dY2/\ dY3' where dYk stands for 
dYk/\ dy~ /\ dyi, k = 1,2,3. The volume element dVo defined 
by the inner product K is related to dQo by 

dVo= (mlm2m3)3/2dQo' (6.14) 

We recall that (B k INo,qj), k = 1,2,3, j = 1, ... ,6, serve as 
the Cartesian coordinates in Qo, so that we have 

dVo = N o-3dB 1/\ .. ·/\dB 3/\dql/\ .. ·/\dq6. (6.15) 

Separating off the center-of-mass coordinates (B k) from 
dQo, we obtain, from (6.14) and (6.15), the volume element 
onQ 

dQ = I-l dql/\ '" /\dq6, 

=I-l dV, I-l = __ k_ , 
( 
~m )3/2 

IImk 
( 6.16) 

where dV = dql/\ ... /\dq6 equals the volume element de­
fined by the metric Kx on Q. 

Expressing dV in Dragt's coordinates is straightfor­
ward. From (6.5) the volume element dV takes the form 

dV = (det Ax det(bij) )1/2eu l /\ eu2/\ eu3 /\ d{; I /\ d{; 2/\ d{; 3 

= (det Ag-Ix det(bij) )1/2u l /\ ~ /\ ~ /\ d{; I /\ d{; 2/\ d{; 3 • 

( 6.17) 

Here we have used the equality (u i lAx (uj ») = (ei lAg-Ix (ej »). 
We note that detAx = detAg-lx because of Eq. (3.8). Put 
another way, det Ax depends only on 17'(X). Further, insert­
ing (3.25) and (3.26) into (6.17), we obtain 

dQ = I-l dV = dG /\dM, (6.18) 

where 

dG:= _8 1 /\82 /\83 = _'III/\'1P/\'1J3, (6.19) 

dM: = I-l(det Ax det(bij) )1/2 d{; I /\ d{; 2/\ d{; 3. (6.20) 

We remark that dM is l-l(det(Ax ) )1/2 times the volume ele­
ment defined by the metric (bij) on M. Expressing dG and 
dM in Dragt's coordinates is an easy matter. From (3.19) 
and (3.20), and from (3.16) and (6.7), it follows that 

dG = sin (3 da /\d{3/\ dr, (6.21) 

dM = (1-l116) p5 sin 2X dp /\ dX /\ d¢ , (6.22) 

respectively. 
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Proposition 12: The volume element dM on the internal 
spaceM is given by (6.20) or (6.22), which iSI-l(det Ax) 11 2

, 

I-l = (~ mk/IImk )3/2, times the volume element defined by 
the induced metric B on M. 

VII. ASSOCIATED COMPLEX VECTOR BUNDLES 

A. The bundles it, 

Our goal is to set up quantum mechanics for internal 
molecular motions. To accomplish the task, we have to an­
swer the question of how the Euler angles should be elimin­
ated from the wave function I(x) on Q to give wave func­
tions on M. To do so, we invoke the vector bundle theory. 
Recall that the center-of-mass system is made into the prin­
cipal SO(3) bundle 17': O ..... M. With this bundle, complex 
vector bundles are associated as follows: Fix a non-negative 
integer I. Let D I denote the I th unitary irreducible represen­
tation of SO (3) and e21 + I its representation space. By 
D jk (g), gESO (3), we mean the matrix elements; for 
Z= (Zj)Ee2/ + 1 (Ref. 16), one has 

-I 

(D l(g)Z)k = I D ~j (g)Zj . 
j=1 

(7.1 ) 

For a basis 11m) with/3 11m) = m 11m), this equation is often 
written as 

It is also well known 14 that the matrix D I (g) satisfies 

A2 I I A2 ~A2 ~A2 
J D (g) = l(l + I)D (g), J = ~ J k = ~ L k , 

(7.2) 

/k D I(g) = - [ /k]D I(g), k = 1,2,3, (7.3) 

A I I [A k (74 LkD (g) = D (g) L k ], = 1,2,3, . ) 

'Yhere [{k] = [£k] denote the representation matrices of 
J k and L k , respectively. Especially, one has 

[/3] = [£3] = diag(l,l- 1, ... , -I) . (7.5) 

We notice that Eqs. (7.3) and (7.4) result from the very 
definition of Jk and L k. Indeed, Jk and Lk are infinitesimal 
generators of the left and right actions of SO (3), respective­
ly. 

Define a left action of SO (3) on the product space o xe2/ + 1 by 

(x,z) ..... (gx,DI(g)z). (7.6) 

This action gives an equivalence relation in 0 X e21 + I. The 
quotient manifold, denoted by 0 X soc 3) e21 + I is made into a 
complex vector bundle VI = (0 X SO (3) e2/ + 1, 17'1,M) via the 
commutative diagram 

o Xe 2/ + I ---q-I-_·- 0 X
SO

(3) e2/ + 1 

pr , ,~ (7.7) 

----17'------..... - M 

where pr denotes the projection onto the first factor, and ql is 
the natural projection. The 17'1 is the projection in VI such 

. 21 1 that 17'1 0q I = 17'Opr. A map u: M ..... Q X soc 3) e + such that 
17'OU = id is called a cross section in ~. The internal states of 
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the molecule are then described as the cross sections in the 
complex vector bundle VI' The "quantum" number I will 
prove to assign the total angular momentum of the molecule; 
j2=/(/+1). 

A e2/ + l-valuedfunctionFon Qis said to beD I-equivar­
iant if it satisfies 

F(gx) = D l(g)F(x) . (7.8) 

To any D I-equivariant function, there corresponds a cross 
section in the complex vector bundle VI' and vice versa.4 We 
denote by qf' the one-to-one correspondence from the cross 
section to the D I-equivariant function. 

In our case, the correspondence qf' is quite simple on 
account of Theorem 2. Let ao denote the cross section given 
in Sec. II B. Then any point x of Q is of the form gao (w), 
wEM. Let F be a D I-equivariant function on Q. Then from 
(7.8) it follows that 

F(x) = D l(g)F(ao(w») . (7.9) 

Thus, setting <I> = Foao' one can identify <I> with a cross sec­
tion and has qf'<I> = F. This means that any cross section in 
VI becomes a e21 + I-valued function on M because of the 
triviality of the SO (3) bundle 1T: Q -+ M. We note also that 
Eq. (7.9) is also expressed as 

-I 

Fk (x) = I D ~j (g)<I>j (w) 
j~1 

in components. This form of wave functions are frequently 
used in the three-body problem. 10.12 If <l>j(W) = const, the 
Fk'S are those used by van Winter for the asymmetric rota­
tor. 17 In what follows, we treat D I-equivariant functions in 
theform D I (g) <I> (w). Now, the quantum number! is easy to 
understand. Indeed, from (7.2) and (7.3) the D I-equivar­
iant function D I (g) <I> (w) is a set of simultaneous eigenstates 
of j 2 and j3' The cross section <I> in VI is therefore thought of 
as a set of the internal states of the molecule with a specified 
eigenvalue j 2 = 1(/ + 1). This understanding goes well irre­
spective of whether the complex vector bundle VI is trivial or 
not. 

Theorem 13: The internal states of the triatomic mole­
cule with an eigenvalue 1(/ + 1) of the square of the total 
angular momentum operator are described as the cross sec­
tions in the complex vector bundle VI given in (7.7). The VI 
is, however, a trivial bundle, and hence the cross sections 
become e21 + I-valued functions on the internal space M. 

The inner product for cross sections in VI is defined as 
follows: Let <I> and 'I' be cross sections in VI' Then the Her­
mitian metric in VI is defined for <I> and 'I' by 

(<I>I'I')(w) : = (qf'<I>)(x) I (qf''I')(x») , (7.10) 

where the round brackets in the right-hand side indicate the 
Hermitian inner product in e21 + I; 

-I 

(ulv) = I UkVk , U,VEe2/ + I. 
k~1 

We note that the right-hand side of (7.10) depends only on 
1T(X) = w. The inner product of <I> and 'I' is then defined as 

(<1>1'1') M : = fM (<1>1'1') dM. (7.11) 
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TheL 2 space of cross sections with respect to this inner prod­
uct is considered the state space of the internal molecular 
motions. From (6.18) and (7.10), the inner product is ex­
pressed as 

L (qf'<I>)(x) I (qf''I')(x») dQ 

= ( dG ( (<1>1'1') dM 
JSO(3) JM 

= 8r( <1>1 '1') M • (7.12) 

B. The linear connection on VI 

The vector bundle VI is equipped with the linear conn­
nection associated with the connection on Q (Ref. 4). Let X 
be a vector field on M and X * its horizontal lift. Then for a 
cross section a in VI' its covariant derivative with respect to 
X is defined by 

(7.13) 

The operator V is called the associated linear connection, 
which is linear in X and a, and satisfies for arbitrary func­
tions / on M the conditions 

VjXa=/V"a, 

Vx/a= (X/)a+/Vxa. 

The curvature of V is defined by 

R(X,y)a= [Vx,vy]a-VIX,Yja. 

From (7.13), the curvature is also written as 

R(X,Y)a = qf' -I( [X*,Y*] - [X,y]*)qf'a. 

(7.14 ) 

(7.15) 

(7.16) 

(7.17) 

It is easy to express the associated linear connection and 
its curvature in Dragt's coordinates. From (5.6), (7.4), and 
(7.13), it follows for a cross section a with qf'a 
= D l(g)<I>(W) that 

a 
Va/ap =-®I, 

ap (7.18) a i. "-
Va/a", = -®I - - slllX[L3 ] , 

at/J 2 

where I is the (21 + 1) X (21 + 1) identity matrix. We note 
here that the connection form ~(JJ given in (3.27) is repre­
sented in the linear connection V so as to couple with a I a; j, 
(;j) = (p,x,t/J). The curvature is computed by using (7.17) 
to give 

(a a) i "-R -,- =-COSx[L3] ' 
at/J ax 2 

(7.19) 

and the other components vanishing. From (3.32) this cur­
vature R proves to be a representation of ~n. 

Theorem 14: The linear connection and its curvature on 
the complex vector bundle VI are expressed as (7.18) and 
(7.19), respectively, in Dragt's coordinates. 

VIII. QUANTUM MECHANICS FOR INTERNAL STATES 

We are in the final stage to set up quantum mechanics 
for internal states of the triatomic molecule. What we have 
to do is to obtain the internal Hamiltonian operator acting 
on cross sections in VI' 
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A. The Laplacian on Q 

We start with the kinetic energy of the molecule in Qo, 
which is expressed as 

(8.1 ) 

where a laxk> k = 1,2,3, are gradient vectors. When inte­
grated by parts, this functional yields the Laplacian Ao with 
respect to the inner product K; 

(8.2) 

Owing to the fact that (B k I No,qj) serve as the Cartesian 
coordinates in Qo, the Laplacian Ao are put into the form 

6 (a)2 3 ( a )2 Ao = I -; +N~ I --k 
;= 1 aq k= 1 aB 

(8.3 ) 

Separating off the center-of-mass coordinates (B k), 

k = 1,2,3, or assuming that the wave functions under consi­
deration are independent of (B k), we obtain the Laplacian 
A = }:(a laq;) 2 on Q. This operator can be also derived from 
the functional 

( I 1 af 12 dQ = ( K ~ ( df ,df) dQ . (8.4 ) 
JQ aq' JQ 

From (6.12), this expression turns into 

LI(e;IAx-l(ej») JJ ~fdQ 

+ (" bij (~)* f(~)* fdQ 
JQ~ as' as} 

= LI(u;IAx-l(uj») LJ LjfdQ 

+ ( " b ij (~)* f (~)* f dQ . 
JQ~ as' as) 

(8.5) 

In both sides, the first term is twice the rotational energy, 
and the last twice the vibrational energy. 

We are ready to express A in Dragt's coordinates, using 
(6.13), (6.18), and (6.22). After integration by parts we can 
obtain the following. 

Theorem 15: The Laplacian A on the center-of-mass sys­
tem Qwith respect to the metricKx , given in (6.6), takes the 
form 

X(:¢ - ~ sinX L3y] - (p2 Si)(X!2) (L 1)2 

1 A21A2) + 2 2( 12) (L 2 ) + "2(L 3 ) , 
p cos X p 

(8.6) 

whereLk = /i k , k = 1,2,3, are given in (4.9). 
Remark: The last term including (Lk )2 is derived from 

the rotational energy and the rest from the vibrational ener­
gy. The vibrational part of A includes the differential opera­
tors coming from the horizontal lifts only [see (5.6)]. If the 
vibrational part is separated off and (P,X;,P) are fixed, the 
operator - A/2 reduces to the well-known Hamiltonian for 
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the rigid rotator. The Laplacian A was given in Ref. 12 in the 
expanded form. 

B. The internal Hamiltonian operator 

Weare now in a position to obtain the internal Hamilto­
nian operator HI acting on cross sections in VI' Let H denote 
the Hamiltonian operator on Q; 

H= -!A+ U, (8.7) 

where U is the potential function invariant under the SO (3 ) 
action. Let <P be a cross section in V; and F the correspond­
ing D I-equivariant function on Q; q,<I> = F. Then, on ac­
count ofEq. (7.12), the internal Hamiltonian operator HI is 
defined through 

(8.8) 

We note that the left-hand side of (8.8) is thought of as a sum 
of the kinetic energy for a wave function F k • Written out for 
F(x) = D l(g)<I>(W), and integrated on SO(3), the left­
hand side will yield the operator HI' For the sake of conven­
ience we treat the left-hand side in a form similar to (8.5). 
Then we have 

~ LIb ij( (a; ,)* F I ( a~ j r F) dQ 

+ + LIA ij-I(L; FIL j F) dQ 

= ~ LI bij((a;;r F I(a;j r F) dQ 

+ ~ ( I aij- 1 ( J; F 1 Jj F) dQ, 
2 JQ 

( 8.9) 

where the round brackets in each integrand indicate the in­
ner product in e21 + I, and 

Using the definition of the covariant derivative and the fact 
that DI(g) and [Ld = [Jd are unitary and Hermitian 
matrices, respectively, together with (7.3) and (7.4), we ob­
tain, from (8.9), 

~ 81? ( I b ij(V;<I>IVj<l» dM + ~ 81? 
2 JM 2 

X fM IA ij 1(<1>1 [L;] [Lj ]<1» dM 

= ~ 81? ( I b ij(V;<I>1 Vj<l» dM 
2 JM 

+~81? (Iaijl(<I>IDI(g-l) 
2 JM 

X [I; ] [Ij ]D I(g) <1» dM, (8.10) 

where Vi> i = 1,2,3, stand for V ala?;,. Integration by parts 
gives the operator 
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where J M = ,u(det Ax det(bij) )1/2 is the volume density on 
M [see (6.20)]. The internal Hamiltonian HI is then the 
sum TI + U ® I, where lis (21 + 1) X (21 + 1) identity ma­
trix. Writing out (8.11) in Dragt's coordinates, we obtain 

H I = -~[(~+~~ 
2 ap2 p ap 

4(a 2 a)) +2 -2 +2cot2x- ®I 
p ax ax 

Theorem 16: The internal Hamiltonian operator acting 
on cross sections in VI is given by HI = TI + U ® I, where TI 
is defined in (8.11). In Dragt's coordinates, the HI takes the 
form of (8.12). 

We conclude this section with some remarks on the 
Schrodinger operator HI' Zickendraht lO has already derived 
the system of coupled equations H/P = ECP without refer­
ence to the internal motion. The quantum three-body prob­
lem without interaction was also analyzed in Refs. 11 and 12 
by using an SU (3) action on the center-of-mass system 
Q=R3 XR3 =C\ but the internal motion was received little 
attention. In Refs. 18 and 19, the same problem was studied 
through the hyperspherical functions on S 5 C R6 ~ Q. For 
several-particle systems, the internal Hamiltonian operator 
will be obtained in the same manner as was done in this 
paper, though the topology of the internal space is difficult to 
study. 

Remark: For the four-body problem, the internal space 
can be shown to be homeomorphic to R X (S 5 - P), where P 
is a submanifold of S 5 homeomorphic to the projective plane 
RP2. (For the proof, see Ref. 20, Lemma 6.3.) 

Further, we notice that when the angular momentum 
vanishes, the internal Hamiltonian reduces to the one we 
have presented in the previous paper. 3 That is, for I = 0, we 
have 

1 II·· a Ho = - - J if a; ( J Mb lJaj ) + u, a; = - .. 
2 a;' 

It is worth mentioning that the first term is not -! times the 
Laplacian on the Riemannian space M endowed with the 
metricB, because JM is (~mk/nmk)3/2(detAx)1/2 times 
(det(bij) )1/2, and det Ak is not constant. 

The advantage of the use of the connection theory is that 
in terms of connection theory one can understand how the 
internal motion is coupled with the rotation. The rotation of 
the molecule induces on the internal space the matrix-valued 
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gauge field or the curvature (7.19), with which the internal 
motion is coupled through the gauge potential or the connec­
tion (7.18). The curvature of this connection may be called 
the Coriolis field in the sense that it is induced by the rotation 
and plays the role of a matrix-valued magnetic field on the 
internal space. The internal motion is driven also by the ma­
trix-valued centrifugal potential, each of the second terms in 
the right-hand side of (8.11). The internal Hamiltonian op­
erator is a second order matrix-valued differential operator 
including both the internal motion-Coriolis field coupling 
and the centrifugal potential. The ambiguity in an early pa­
per21 by Hirschfelder and Wigner is thus cleared up in terms 
of vector bundle theory. 

The last but very important point to make is the fact that 
for a quantum system one can describe the internal motion of 
a molecule (Theorems 13 and 16) but for a classical system 
one cannot. This is explained by Jacobi's celebrated "elimi­
nation of nodes." According to Wintner,22 the dimensions of 
the classical Hamiltonian system are reduced by 3 + 1 = 4 
by eliminating the angular momentum. However, in order to 
get a classical Hamiltonian system for the internal motion 
this reduction of dimensions must be 3 X 2 = 6 in number. If 
so, the reduced Hamiltonian system would be of dimension 
3 X 2 = 6, twice the dimension of the internal space. 

ACKNOWLEDGMENTS 

The author would like to thank Dr. A. Tachibana at 
Kyoto University for helpful discussions. 

This work was supported by a Grant-in-Aid for Scientif­
ic Research from the Ministry of Education in Japan. 

'J. Tennyson and B. T. Sutcliffe, J. Chern. Phys. 77, 4061 (1982), and refer­
ences therein. 

2B. T. Sutcliffe, Quantum Dynamics of Molecules, edited by R. G. Woolley 
(Plenum, New York, 1980). 

3 A. Tachibana and T. Iwai, Phys. Rev. A 33,2262 (1986). 
's. Kobayashi and K. Nomizu, Foundations of Differential Geometry 
(Interscience, New York, 1963), Vo!. I. 

5 A. Guichardet, Ann. Inst. H. Poincare 40, 329 (1984). 
"T. I wai, "A geometric setting for a classical molecular dynamics," Techni­
cal Report #85009, Department of Applied Mathematics and Physics, 
Kyoto University, Kyoto, Japan. 

7N. Steenrod, The Topology of Fiber Bundles (Princeton U.P., Princeton, 
NJ,1951). 

"T. Iwai, J. Math. Phys. 28, 964 (1987). 
9F. T. Smith, Phys. Rev. 120, 1058 (1960); J. Math. Phys. 3, 735 (1962). 
lOW. Zickendraht, Ann. Phys. (NY) 35, 18 (1965). 
"A. J. Dragt, J. Math. Phys. 6, 533 (1965). 
12J._M. Levy-Leblond and M. Levy-Nahas, J. Math. Phys. 6,1571 (1965). 
l3y. Matsushima, Differentiable Manifolds (Marcel Dekker, New York, 

1972). 
I4J._M. Normand, A Lie Group: Rotations in Quantum Mechanics (North­

Holland, Amsterdam, 1980). 
15E. B. Wilson Jr., J. C. Decius, and P. C. Cross, Molecular Vibrations(Mc­

Graw-Hill, New York, 1955). 
16 As long as D is concerned, the components of vectors are designated by the 

subscript indices. 
17C. van Winter, Physica20, 274 (1954). 
ISH. Mayer, J. Phys. A 8, 1562 (1982). 
19F. del Aguila, J. Math. Phys. 21, 2327 (1980). 
20M. S. Narasimhan and T. R. Ramadas, Commun. Math. Phys. 67, 121 

(1979). 
21J. O. Hirshfelder and E. Wigner, Proc. Nat!. Acad. Sci. USA 21, 113 

( 1935). 
22 A. Wintner, The Analytical Foundations of Celestial Mechanics (Prince­

ton U.P., Princeton, NJ, 1941). 

Toshihiro Iwai 1326 



                                                                                                                                    

Quantum mechanics of a charged scalar boson with respect to an observer's 
past light cone 

G. H. Derrick 
School 0/ Physics, University o/Sydney, Sydney, New South Wales 2006, Australia 

(Received 7 August 1986; accepted for publication 14 January 1987) 

An observer whose instantaneous "here-now" has Minkowski coordinates zl (A = 0,1,2,3) can 
only be aware of events within or on the past light cone with vertex at zl. In conventional 
quantum mechanics his current quantum state would refer to some spacelike surface 
containing zl, for example, Xo = zoo This is, however, a region of space-time about which the 
observer can know nothing except the single event zl, his current here-now. The aim of the 
present paper is to give a version of quantum mechanics in which the intrinsically unknowable 
"quantum state at the present time" is replaced by the "quantum state on the past light cone." 
The theory is an extension and adaptation of Dirac's point mechanics [Rev. Mod. Phys. 21, 
392 (1949)]. 

I. INTRODUCTION 

A previous paper I drew attention to the problems that 
stem from the finiteness of the velocity of light c in the con­
ventional approaches both to classical and to quantum the­
ory. At a certain time to an observer simply cannot know all 
the initial data of a system if that data is specified on the 
spacelike surface t = to. Reference 1 considered an adapta­
tion of Dirac's classical Hamiltonian point mechanics2 in 
which dynamical variables are specified by their values on an 
observer's past light cones, progression from data on an ini­
tial light cone to that on the current light cone being 
achieved by a canonical transformation. The aim of this 
present paper is to give a corresponding quantum treatment. 

We first need to recall the definition of the light cone 
coordinates I belonging to an observer. Let the observer's tra­
jectory in four dimensional Minkowski space be given in 
parametric form by3 

(1) 

where the parameter 7 is taken as the proper interval 
f( 'T]A/l dzl dzll) 1/2 measured along the trajectory from some 
arbitrary event. Thus 'T]A/lVAif = 1, vo;;;>!, where 
VA = dzl( 7)ld7 is the observer's four-velocity vector. We 
now define a change of coordinates xA 

-+ (7,i ,y2,y3) by 

X A =zl(7)+yA, yo= _y, (2) 

where y = I y I. Thus the three-surface 7 = 7 o is the past light 
cone with vertex zl( 70), while the past-pointing null vector 
yA serves to parametrize the cone. All compatible dynamical 
data on this cone can be known by the observer when his 
personal ideal clock reads 7 01c, i.e., when his "here-now" is 
zl(70)' 

Reference 1 considered in detail the classical motion of a 
spin-zero particle of mass m, which was either free or suf­
fered electromagnetic interactions. For this system the evo­
lution of any dynamical variable/was shown to be governed 
by 

d/ A a/ -=vA{f,p} +-. 
d7 a7 

(3) 

Here the Poisson bracket is defined with respect to a set of 
conjugate generalized coordinate-momentum pairs of which 
/ and pA are functions. The second term on the right of (3) 
arises if/is additionally an explicit function of 7. The four­
vector pA is the energy-momentum vector of the system. In 
Ref. 1 it was shown that for a wide class of dynamical vari­
ables (3) is equivalent to 

-= {f,P..lJ + - , a/ (a/) 
azl azl explicit 

(4) 

where we now have/our independent variables zl. The sec­
ond term on the right of (4) arises if/ depends not only on 
the conjugate variables which define the Poisson brackets 
but also explicitly on zl. Dynamical variables which satisfy 
( 4) depend only on the particle trajectory and where the 
latter cuts the past light cone with vertex zl. The route by 
which the observer arrived at zl is irrelevent. 

In the present paper we seek Schrodinger picture quan­
tum analogs of (3) and (4) of the form 

if! ~I'II (7» = v AP~P I'll (7», 
d7 

if! ~1'II(z"» = POPA 1'II(z"»· 
azl 

(5) 

(6) 

The problem is to define a suitable Hilbert space JY'phys of 
physical states I'll) and to specify the action of the four­
momentum operator p~p on these states. In (5), 7 is regard­
ed as an external parameter whose interpretation is that an 
observer following trajectory (1) finds that his quantum 
state I'll ( 7» evolves with his proper time according to (5). 

Likewise in (6), I'll (z") ) is the state belonging to an observer 
whose here-now is z", with (6) governing how the state var­
ies with z". 

As in Ref. 1 we shall focus our attention on a system of 
one spin-zero boson of mass m. For this system a suitable set 
of classical variables is the pair y, 1T, where the coordinate y 
specifies the particle position on the observer's past light 
cone according to (2), and the conjugate variable 1T is de­
fined as in Ref. 1. In the case of a free particle, the appropri-
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ate momentum vector p"=p"(y,1I') , which governs the clas­
sical motion via (3) and (4), is given by 

pO = ! (Y"1I') -I (11'2 + m 2c2)y, 

p = 11' - !(Y"1I')-1(1I'2 + m 2c2 )y. 
(7) 

When an electromagnetic field derived from a potential 
A "=A "(XK) =A "(z" + yK) is present, and the particle has a 
charge e, (7) is changed to 

pO _ (e/c)A ° = !(y"1I'£) -I (11'~ + m2c2)y, 

p- (e/c)A = 11'£ -!(Y"1I'£)-1(1I'~ +m2cZ )y, 

where 

11'£ = 11' - (e/c) (A + yA 0), 

y = y/y. 

(8) 

(9) 

What we need are quantum analogs of (7) and (8), 

where y and 11' are replaced by operators in some Hilbert 
space. An obvious candidate for the latter is 
diY'y = L 2 (R3 ,d 3y /y). This is defined as the Hilbert space of 
complex scalar functions t/J(y) for which the norm 

(t/J,t/J)y = f d;y It/J(y) 12 

exists, and with the scalar product of two elements t/JI (y) 
and t/J2 (y) defined by 

f 
d3y 

(t/JI,t/Jz)y = yt/Jf(Y)t/J2(Y)' (10) 

If t/JI and t/Jz are S0(1,3) scalars then this scalar product is 
Lorentz invariant on account of the like invariance of d 3y /y. 
This motivates using the measure d 3y/ y rather than d 3y . 

In the Hilbert space diY'y the operator analogs of the 
classical variables y and 11' act according to 

yopt/J(y) = yt/J(Y), 

1I'0pt/J(y) = _ill//2 (:y) [y-I/2t/J(y)]. 
(11) 

The operators so defined are Hermitian with respect to (10) 
in domains which are dense subspaces of diY'y. From these 
operators our aim is to construct an appropriate four-mo­
mentum operator p~p which determines the evolution of 
quantum states with respect to the external parameters 7 or 
z1. according to (5) or (6). 

By analogy with nonrelativistic quantum mechanics, we 
shall tentatively interpret 1t/J(y,7) IZ d 3y/ y as the probability 
that a measurement of the position of the particle on the past 
light cone with vertex z1.( 7) will yield a value in the range y 

to y + dy (normalizing t/J to unity). Such a measurement, of 
course, needs the collaboration of a large number of auxil­
iary observers spread throughout the current past light cone 
of the central observer, the measurement having been prear­
ranged. 

In a relativistic quantum theory we should anticipate 
the appearance of antiparticle states. This means that we 
should not expect diY'y to be the same as diY'phys, the Hilbert 
space of physical states II{!). We shall in fact resolve the 
elements t/J(y)~y into particle and antiparticle compo­
nents, and then construct the states II{!) from the particle 
amplitude and the complex conjugate of the antiparticle am­
plitude. 
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In Sec. II we review the conventional theory of a 
charged scalar boson based on the Klein-Gordon equation. 
This will be written both in the usual Minkowski coordinates 
and in the light cone coordinates defined by (2). The latter 
formulation adds some insight to Sec. III, which addresses 
the difficult problem of finding energy momentum operators 
p~p which parallel the classical expressions (7) and (8). 

II. KLEIN-GORDON THEORY 

A. The Klein-Gordon equation in Minkowski 
coordinates 

In the conventional, first-quantized theory of a nonin­
teracting charged scalar boson we have a complex amplitude 
<1>= <I>(x"), which obeys the Klein-Gordon equation 

1J"}1 a Z<I> + (me )2 <1> = o. 
ax" ax}1 11 

(12) 

By taking a Fourier transform we obtain the general solution 
of (12) in the form3 

<I> = (21T) -3/2 f dSk [a(k)e - ik,,\x"\ + {b(k)e - ik,,\x"}*]. 

(13 ) 

The integration in ( 13) is over all future-pointing vectors k " 
lying on the mass shell, i.e., 

1J"}1k"k}1 = K2, K = mc/Il, 

kO=Ck = (k2+K2)I/Z, 

with the standard Lorentz invariant measure4 

dS k = d 3k/ C k • 

(14) 

(15) 

The particle and antiparticle amplitudes for four-momen­
tum Ilk" are, respectively, a(k) and b(k). A Lorentz invar­
iant scalar product4 may be introduced between any two 
solutions <I> and <1>' of ( 12) : 

(<1> <1>') = ~ r dS}1[<1>* a<1>' _ a<1>* <1>']' (16) 
, KG 2 Js ax" ax" 

where S is any unbounded spacelike three-surface. For suffi­
ciently localized solutions ( 16) is independent of the choice 
of S. However the norm (<1>,<1» KG can be negative so that the 
scalar product (16) is not suitable for the definition of a 
Hilbert space. The Hilbert space of physical states diY'phys is 
constructed instead from the amplitudes a (k) and b (k). Let 
us write 

tP(k) = [:~:n, tPt (k) = [a* (k) ,b * (k) ], (17) 

and define the Hilbert space diY'phys = diY'k to be the linear 
vector space of all tP(k) for which the norm (tP,tP) exists, 
based on the scalar product 

(tP,tP') = f dSk tPt(k)tP'(k), 

= f dSda*(k)a'(k) + b *(k)b '(k)]. (18) 

In diY'k the momentum four-vector and position three-vector 
operators are given, respectively, by 

(19) 
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x A.(k) = iE112 ~ [E- 1I2A.(k)] 
OP'i" k ak k 'i" , (20) 

while the charge operator is 

(21) 

The Hermitian operators which generate infinitesimal 
rotations and boosts are defined, respectively, by 

(j i3,nI,j 12)rp(k) = _ ilikX a~~) , 

(j~I,j~2,jnrp(k) = _ ihEk a~(:), 

(22) 

(23) 

with the tensorflll being interpreted as the angular momen­
tum operator in ~ k' The commutation relations of P~P and 
flll are those appropriate for the generators of the Poincare 
group: 

[p;p ,p~p] = 0, (24) 

(25) 

[K, flll] = if! [ 1]'llj~A + 1]KAj't - 1]'Aft - 1]Kllj~A ] . (26) 

When an external electromagnetic field derived from 
the vector potential A A is present we modify (12) by the 
ansatz a laxA-+a laxA + [iel(fzc) ]AA: 

A ( a ie ) ( a ie) 2 1] Il - + -AA - + -All <t> + K <t> = o. 
axA fzc axil fzc 

(27) 

However, no longer is there in general any natural separa­
tion into particle and antiparticle amplitudes based on the 
sign of the frequency. Thus it is now difficult to know how to 
construct the Hilbert space of physical states JY'phys, and to 
define therein suitable energy, momentum, and angular mo­
mentum operators. A satisfactory resolution of these prob­
lems requires second quantization and the use of the interac­
tion picture. 

B. The Klein-Gordon equation in light cone coordinates 

It is instructive to rewrite the Klein-Gordon equation in 
terms of the light cone coordinates of an observer. The for­
malism so obtained is equivalent to the usual one, and does 
not yield the past light cone quantum theory that we are 
seeking. Nevertheless it does provide some useful pointers 
on how to attain our goal, and in particular leads to the 
valuable identities (49) and (50) below. 

The metric tensor for the coordinates (T,/ ,y2 ,y3) has 
been given in Ref. 1, and with its aid standard tensor analysis 
transforms the free Klein-Gordon equation (12) to the 
form 

(28) 

In (28) ~ is a scalar operator and R A is a vector operator, 
with the definitions 

~ = - i(Y. ~ + 1), (29) 

R ° = ~y( -~ + K2) 
2 ay2 ' (30) 
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(31) 

These operators are Hermitian with respect to the ~y scalar 
product ( 10), and are subject to the identity 

(32) 

The indefinite Klein-Gordon scalar product ( 16) assumes a 
simple form in light cone coordinates. Choosing a sequence 
of spacelike three-surfaces which have the past light cone 
T = const as their limit, we find that for sufficiently localized 
<t>, <1>', 

( '" <1>') - i f d 3

y ["" a<t>* "'* a<t>'] 'Y, KG -- -- 'Yy.---'Y y._-
2 y ay ay 

= (<t>,~<t>')y, (33) 

where the latter is an ~y scalar product [see (10) ]. As we 
shall see later in this section, ~ has positive, negative, and 
zero eigenvalues, consistent with the indefinite character of 
the Klein-Gordon scalar product. 

In terms of our light cone coordinates the general free 
particle solution (13) becomes 

<I> = f dSk [a(k)uk (y)e - ik,tz' + {b(k)udy)e - ik,tz'}*], 

(34) 

where 

uk(y) = (21T)-3/2e - ik,tY,t = (21T)-312e
i
(£kY+

k
·Y). (35) 

Substituting (34) into (28) yields the eigenvalue equations 

R AUk (y) = k A~Uk (y), 
(36) 

R AUt(y) = - e~ut(y). 

In Appendix A we prove the following orthogonality and 
completeness properties: 

(Uk,~Uk')Y = EkO(k - k'), (37) 

(38) 

(Ut,~Uk')Y = 0, (39) 

2 Re{f dSk ~Uk (y)ut(y') } = yo(y - y'), (40) 

Using the orthogonality relations (37)-(39) we can project 
out the particle and antiparticle amplitudes from (34): 

a(k) = eik,tz' (Uk,~<t»y' 
(41) 

Thus the value of <I>(y) on any initial light cone suffices to 
determine a (k) and b (k), and hence the val ue of <I> (y) on all 
later light cones. Contrast this behavior with that of the usu­
al theory, where both <I> and a<t>laxo are needed as initial 
data. We must make one proviso, however. Integrating (28) 
with respect to y yields 

, a<t> _ il(R A "'( »)d + C( T,y) l--VA ·'Yay a ---. 
aT 0 y 

(42) 

(The notation in the integrand means that R A<t> is to be 
evaluated at ay before integrating over a.) An arbitrary 
function C( T,y) appears in (42), indicating that the evolu­
tion is not unique if one allows solutions which fall off with 
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distance like y-I. Such solutions would involve infinite ener­
gies and would not be normalizable. 

The significance of the operators R A may be seen from 
the expression for the expectation value of the momentum 
operator P~P defined by (19). We have 

(P~p) = f dSdla(kW+ Ib(kWJllk A= (<I>,RA<I»y, 

(43) 

where use has been made of (36) and (40). Despite the ap­
pearance of (43), R A cannot be regarded as a momentum 
operator in Yf"y because its components do not mutually 
commute. Further, the identity (32) shows that the eigen­
values of 17A/LR AR /L can have either sign. 

The form of (28)-(31) is quite suggestive. Comparison 
with the expressions (7) for the classical momentum vector 
pA shows 112 R A is the Hermitian part of the operator obtained 
from (Y''fr)pA by the replacement 'fr->'frop [see (11) J. The 
operator Il!. is likewise obtained from the classical quantity 
D=y·'fr. Consider now a solution <I> + of (28) which has no 
antiparticle content. We can heuristically write (28) as 

ill a<l>+ = vAIl!.-IR A<I>+, (44) 
aT 

ignoring the fact that!. can have zero eigenvalues. Equation 
(44) looks like (5), withp~p =Il!.-IR A. Unfortunately 
this operator is not Hermitian with respect to the scalar 
product (10), but only with respect to the indefinite product 
(33), and further, its components do not mutually com­
mute. On these grounds Il!. -'R A is not acceptable as the 
momentum operator, even if we manage to give it a rigorous 
meaning in some domain. 

In subsequent sections the eigenvalues and eigenvectors 
of the operator!., defined in (29), will be of importance. A 
complete, orthonormal set of simultaneous eigenvectors of 
the commuting Hermitian operators!. and y, with respec­
tive eigenvalues 0" and W, is 

Vow (y) = (21T) -1/2/0-- IO(Y,w). (45) 

In (45), 0" takes any real value in ( - 00,(0), w is any real 
unit vector, while o(y,w) is the surface Dirac delta function 
for a unit sphere. Strictly, these functions lie outside Yf"y 

because they are not normalizable, but nevertheless they 
comprise a useful expansion set for the elements of Yf"y on 
account of their orthogonality and completeness: 

(Vow,Vo-'W')y = 0(0" - O"')o(w,w'), 

f dO" d2WVo-w (y)v;:-" (y') =yo(y - y'). 

(46) 

In particular, the function Uk (y) of (35) has the expansion 

Uk (y) = f dO" d 2W Uk (O",w)Vow (y), 

ie Il21T0-. . 
Uk (O",w) = --2- rc 1- ZO") (Ck + k.w)'o-- I. 

41T 

(47) 

The integration in (47) is over the complete range of the 
eigenvalues, - 00 to 00 for 0" and the surface of a unit sphere 
for w. Substituting ( 47) into the orthogonality relation (37) 
yields 
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_1_ f~ dO" d 2W e
1T

O- (Ck + k.w) - io-- I 

161T3 sinh 1T0" 

X (Ck' + k"wro-- ' = cko(k - k'). (48) 

If we take the complex conjugate of (48) and replace the 
variable of integration 0" by - 0", the left-hand side assumes 
the same form except that e 1T

O- is replaced by - e - 71'0-. Aver­
aging this integral with (48) then yields the important iden­
tity 

-1-f ~ dO"d 2w(c + k'w) -io--I(c ' + k"W)io-- I 
16~ k k 

= cko(k - k'). (49) 

In a similar manner (47) substituted into the completeness 
relation (40) leads to 

_1_ f dS 0"0"' (c + k·w) io- - I (c + k.w') - io-' - I 
161T3 k k k 

= ! 0(0" - 0"' )o(w, w') + 0(0" + 0"') G( O",w·w'). (50) 

The form of the function G is left undetermined by this argu­
ment, but is proved in Appendix A to be 

G(O",w'w') = - (i0"/41T) ( ! K2)io-( 1 _ w'w') + io-- I. 

( 51) 

The identities (49) and (50) will play an important role in 
Sec. III. 

III. QUANTIZATION OF THE FREE SYSTEM 

A. Introduction 

Passage from classical to quantum theory is notoriously 
ambiguous5 because of the problem of how to order noncom­
muting factors. The classical system we are dealing with here 
is that of one free charged scalar boson whose dynamics are 
described in terms of the light cone coordinates (T,y',y2,y3) 
belonging to an observer with trajectory (1). The energy 
momentum four-vector pA of this system is given by (7) as a 
function of the Hamiltonian conjugate variables y and 'fro 
Suppose we attempt in (7) the substitutions y->YoP and 
'IT -> 'fr op according to ( 11 ). How are we to order the various 
noncommuting factors, and how are we to interpret (Y''fr)-I 
when this denominator becomes an operator? Classically 
this denominator causes no problem, because y''fr is intrinsi­
cally positive, and even wheny->O the ratio Y''IT/y stays fin­
ite. 

Because of the above difficulties we adopt a different 
approach, that of defining the energy-momentum operator 
p~p by its eigenvectors and eigenvalues. Guided by Klein­
Gordon theory, we seek a complete orthonormal set of states 
1'1' kq ) EdY'phyS , labeled by a future pointing four-vector k A 

lying on the mass shell (14), and additionally by a charge 
index q = ± 1. Thus 

('I' kq 1'1' k'q' > = cko(k - k')oqq" 

~ f dS k 1'1' kq > ( 'I' kq I = I, 
(52) 

where I is the unit operator in Yf"phyS' Having found such a 
set we define the momentum and charge operators by 
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p~p = ~ f dSk 1'1' kq )~e ('I' kq I, 

Q = If dSk 1'1' kq )eq('I' kq I· 
q 

(53) 

(54) 

By construction, 1'1' kq) is a simultaneous eigenstate of these 
operators with eigenvalues fzk A and eq, respectively. 

The above program is also subject to ambiguity. We 
must first decide how the Hilbert space of physical states 
JYphys is related to JYy ' Then we must decide which of the 
infinite number of complete orthonormal sets satisfying 
(52) is the one that corresponds most closely in the classical 
limit to the classical system described by (7). 

Section III B considers the specification of JY phys' based 
on resolution oftP(Y)E£'y into particle and antiparticle am­
plitudes. Section III C deals with the construction of com­
plete orthonormal sets and then the remaining parts of Sec. 
III concern the application of these sets to (53) and (54). 
The modifications necessary for the incorporation of electro­
magnetic interactions are considered in Sec. IV. 

B" Particle and antiparticle amplitudes and the 
specifications of JY'phYS 

Let us first see how to accommodate antiparticles in the 
classical Hamilton theory. A free classical particle has a fu­
ture-pointing timelike momentum vector pA, so that the 
quantity D = Y''Tr = ypo + yep is necessarily positive. The 
same is true for an antiparticle. Thus classically we could 
treat particle and antiparticle as two disjoint systems, with 
conjugate variables YP,'Trp and Ya,'Tra, respectively. In this 
approach the phase spaces are restricted by Y p "'Tr p > 0 and 
Ya"'Tr a > 0, and the same functional form (7) applies to the 
evolution generators pA(yp,'Trp) and pA(Ya,'Tra ), which are 
interpreted, respectively, as the particle and antiparticle mo­
mentum vectors. However, particle and antiparticle can be 
treated alternatively as a single system by exploiting Feyn­
man's idea that an antiparticle behaves like a particle travel­
ing backwards in time. In this alternative approach we en­
large the classical phase space to allow all values ofy''Tr, both 
positive and negative. The variables y and 'Tr evolve accord­
ing to 

dy = zI{y,PA}' d'Tr = vA{'Tr,p)j, (55) 
dr dr 

with the function PA(y,'Tr) defined by 

pO =! (Y"'Tr)-I('Tr2 + m2c2)y, (56) 
p = 'Tr -! (Y''Tr)-I('Tr2 + m 2c2 )y. 

Here P A (y, 'Tr) takes the same form as pA (y, 'Tr) in (7), except 
that it is now defined for both signs of Y"'Tr. If Y''Tr> 0 we 
interpret YP = y, 'Trp = 'Tr as the conjugate variables for a par­
ticle with momentump; = PA. On the other hand, ify·'Tr <0 
then we have an antiparticle with conjugate variables 
Ya = y,'Tra = - 'Trandmomentump~ = - PA. In each case 
the momentum pA = sgn (Y"'Tr)P A is future pointing timelike, 
but the evolution generator is p A rather thanpA. The charge 
is e sgn (Y"'Tr) (Ref. 3). 

The above suggests that in quantum theory, particles 
and antiparticles should be associated, respectively, with the 
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positive and negative eigenvalues of ~, the operator analog 
of D /~ defined by (29). As we saw in Sec. II B, ~ has a 
complete orthonormal set of eigenfunctions Vow (y), given 
by (45), the eigenvalue u taking all values in ( - 00,00). 

Any element tP(y)E£'y has the decomposition 

tP(y) = tP+(y) + tP-(y), (57) 

where 

tP+(y) = f" doJ d 2wvow (Y)(vow 'tP)y, 

tP- (y) = [oo du f d 2W Vow (y)(vow,tP)y' 

The above equations may be written 

tP+(y) = 8(~)tP(y), tP-(y) = 8( - ~)tP(y), 

where the step functions 8(~) and 8( -~) are projection 
operators with matrix elements 

(YI8(~) Iy') = f" du f d 2W Vow (y)v::'w (y'), 

iD(y,y') 
21Tyy'[log(y/y') + iE] 

= J... yD(y _ y') + _1_' 9 D(y,y') 
2 21T yy' log(y/y') , 

(58) 

(yI8( -~) Iy') = (YI8(~) Iy')*· (59) 

In (58) E ..... + 0 and 9 denotes the principal value. An 
equivalent form is 

8( ± ~)tP(y) = J... tP(y) ± _1_' 9 roo tP(ay)da . 
2 21T Jo - log a 

Corresponding to (57), JYy has the decomposition 

JYy = JY; Ell JY; , 

(60) 

(61) 

where the two subspaces JY; and JY; are themselves Hil­
bert spaces, whose elements satisfy 8(~)tP+ = tP+ and 
8( - ~)tP- = tP-, respectively. 

It remains now to relate tP(y)E£'y to physical states 
1'I')E£'phYS' By analogy with Klein-Gordon theory let us 
suppose that physical states 1'1') can be represented by 

lJl _ [tPP (y)] 
't" (y) - tP a (y) , ( 62) 

with tPp (y) and tPa (y) being the particle and antiparticle 
amplitudes. The appropriate scalar product is 

('I','I")phYS = f d;y [tP;(Y)tP;(y) +tP:(Y)tP~(y)]· 
(63) 

Let us make the identification 

tPp(y) = tP+(y) = e(~)tP(Y), 
tP a (y) = [tP - (y) ] * = e (~) tP* (y), (64) 

JYphys = JY; Ell JY;. 
Thus both components of the physical state 'I'(y) be­

long to the positive eigenspace of ~: 

e(~)'I'(y) = 'I'(y). 
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This is the quantum analog of the classical result that both 
Yp'Trp and Ya'Tra are positive. 

The hypothesis given by (62 )-( 64) is similar to that of 
Klein-Gordon and Dirac theory in that particle and antipar­
ticle amplitudes must be projected out from the coordinate 
space wave function in order to define a physical state. We 
have a one-to-one mapping, albeit nonlinear, between the 
points 'I'(y)5:W'phyS and the points 'I'(y)5:W'y: 

'I' _ [¢p(y)] _ ~ [¢(Y)] 
(y) - ¢a (y) - 8( ) ¢*(y) , 

(65) 
¢(y) = ¢p (y) + ¢:(y). 

The momentum operator p~p, whose explicit form we 
have yet to determine, governs the evolution of the physical 
states 'I' (y) according to (5). Analogy with the classical 
evolution equation (55) suggests that there should also exist 
an operator P~p which determines the evolution of coordi­
nate space wave functions ¢(y) according to 

Hi a¢ = VAP~>P¢' (66) aT 
Note that the operators p~p and P~p act in different Hilbert 
spaces, viz vW"phys and vW"Y' respectively. We now consider 
the problem of how to give effect to the ansatz (53) for deter­
miningp~p, and how to specify P~p in terms of the latter. 

C. Complete and orthonormal sets 

We seek complete, orthonormal sets of states 1'1' kq ) 
5:W'phys satisfying (52), which states are to be interpreted as 
energy-momentum-charge eigenstates according to (53) 
and (54). Let ¢kq(Y) be the element of vW"y from which 
'I' kq (y )is derived by the prescription (65). Following the 
ideas of the previous section, we assume that the particle 
states and the antiparticle states correspond, respectively, to 
the positive and to the negative eigenspaces of~. Thus 

8(~)¢kl (y) = ¢kl (Y), (67) 
8( - ~)¢k( -I) (y) = ¢k( -1) (y). 

Motivated by the desire to achieve maximum particle-anti­
particle symmetry we make the additional assumption 
¢k(-I)(Y) =¢tl(Y)' which is consistent with (67). For 
brevity we write ¢k (y) for ¢kl (y) so that (67) becomes 

¢k 1 (y) = ¢k (y) = ¢t( - I) (Y), 

8(~)¢k (Y) = ¢k (y). 
(68) 

The orthogonality and completeness relations (52) now re­
duce to 

(¢k'¢k')Y = EkO(k - k'), (69) 

J dSk ¢k (Y)¢t(Y') = (YI8(~) IY')· (70) 

Since ¢k (y)5:W';, 8(~) acts as the unit operator in the 
completeness relation (70). [See (58).] Having found a so­
lution of (68)-(70) we can reconstruct 'l'kq (y) by 

'I' () = [¢k(Y)] 
kl YO' (71) 

(72) 
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[See (62), (64), and (65).] 
The functions 'I' kq (y) define a unitary mapping 

between the points 'I' (y)5:W'phyS and cp(k)5:W'k [see (17)]: 

a k = ('I' k 1 ,'I') phys = (¢ k' ¢) Y' (73) 
bk = ('I' k( - 1)' 'I')phyS = (¢k ,¢*) Y' 

The inverse mapping is 

'I'(y) = J dSdak'l'k1(Y) +bk'l'k(-l) (Y)], 

¢(y) = J dSdak¢k(Y) +bNt(y)]. 

(74) 

We now show that angular momentum considerations 
dictate that 'I' kq (Y), and hence ¢ k (Y), be taken as a function 
solely of the SO (1 ,3) scalar 

t = - kAY< = EkY + k·y. (75) 

[This is analogous to the result of nonrelativistic quantum 
theory that the function which maps coordinate space onto 
momentum space, namely (21T) -3/2 exp(ik'x), depends 
solely on the SOC 3) scalar k·x.] Let us derive the form of the 
angular momentum tensor operator using Wigner's PR pre­
scription. 6 An infinitesimal Lorentz transformation parame­
trized by the antisymmetric matrix (j)vJ1' 

y'A = yA + 7]AV(j),'J1yi1, 

changes the functional form of 'I' (y) to 

'I"(y) = (I-! i(j)A~;J1)'I'(y), 
where the components of the angular momentum operator 
j;J1 are 

(j;3,j~l,j~2) = -iftyx ~, 

( ·01 '02 '03) - ·ft ~ 
j y ,j y ,j y - I ~ ay . 

(76) 

We now demand that the unitary transformation (73) and 
(74) should transform,itJ1 given by (22) and (23) intoj;J1. 
This will be the case if and only if 

(,itJ1 + /yJ1)'I'kq (y) = O. 

The above equation is the condition that 'I' kq (y) is un­
changed by a combined Lorentz transformation of the two 
vectors k A ,y<, which implies that 'I' kq (y), and hence ¢ k (y) 
are functions only of the scalar t defined by (75): 

(77) 

Let us now expand ¢k (y) in terms of the complete, or­
thonormal set Vow (y) given in (45). Only terms with 0';;;.0 
are needed on account of (68). The expansion coefficients 
are 

¢kow = (Vow'¢k )Y' 

= F(O') (Ek + k'w)ia - I, (78) 

where 

F(O') = (21T) -1/2 fe f(t)t - ia dt. 

Hence 
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¢dy) = L'" du J dZw ¢kawVaw (Y), 

= (21T)-I/Z LX> duF(u);iO'-l. (79) 

The function F(u) must be chosen such that the orthogona­
lity and completeness relations (69) and (70) are satisfied. 
Substituting (79) into these equations yields 

LX> IF(u)I Z du J dZW(€k + k·w) -iO'-l(€k' + k/'W)iO'-l 

= €kt5(k - k/), (80) 

J dSk F(u)F*(u') (€k + k'W)iO'-I(€k + k.w') -iO"-1 

= t5(u - u')t5(w,w/). (81) 

The form of these equations is similar to that of (49) and 
(50), except that here only positive values of u and u/ are 
allowed. 

We now prove a theorem derived from (49) and (50). 
Theorem: A solution of (80) and (81) is given by any 

function F(u) whose modulus is (21T)-3/ZU, i.e" we may 
write 

F(u) = (21T)-3/ziueig(O'), u;;;,O, (82) 

where g(u) is an arbitrary real function. The proof of this 
theorem depends on two lemmas. 

Lemma 1: For any FI (u) and Fz(u) defined in 
- 00 < u < 00, the integral 

J = J: "" FT<u)Fz(u)du 

X J d Zw (€ k + k·w) - iO' - 1 (€ k' + k'.w) iO' - 1 

is unchanged if k and k' are interchanged. 
Lemma 2: The integral J of Lemma 1 is given by 

J = 1"" [Ft(u)Fz(u) + Ft( - u)Fz( - u) ]du 

X J dZW(€k + k·w) -iO'-l(€k' + k"W)iO'-l . 

Lemma 1 is proved by observing that J is the Lorentz invar­
iant scalar product (/l,/z)y, where 

II(Y) = (21T)-I/z J:"" duFI(u)( -kAY')iO'-1, 

Iz(Y) = (21T)-I/z J:"" duFz(u)( _k,;,Y')iO'-l. 

Since both k A and k';' lie on the mass shell (14), the only 
scalars we can form from these vectors are k Ak';' and 
K = mclfz (Ref. 7). Hence J is a function only of these sca­
lars, and is consequently symmetric in k A and k ,;" proving 
the first lemma. To prove Lemma 2, divide the range ofinte­
gration over u into the two intervals (0,00 ) and ( - 00 ,0). If 
in the second integral we replace u by - u and invoke 
Lemma 1, then we obtain the form for J given by Lemma 2. 

With the aid of these lemmas we can now prove the 
theorem. Applying Lemma 2 to (49), with FI(u) 
= Fz(u) = u we obtain 
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(21T)-3 1"" ~du J dZW(€k +k'W)-iO'-l 

X (€k' + k/'W)iO'-I = €kt5(k - k'), (83) 

With the restriction to positive u values (50) becomes 

(21T)-3 J dSk UU'(€k + k'W)iO'-I 

X (€k + k·w') - iO"- 1= t5(u - u')t5(w,w/). (84) 

From (83) and (84) we see that any F( u) of theform (82) 
will satisfy (80) and (81), which establishes the theorem. 

To summarize Sec. III C, a complete orthonormal set of 
states \{I kq (y) is given by (71) and (72), with 

¢k (y) = I ( - kAY') 

= (21T)-Zi 1"" duueig(O')( -kAY')iO'-l, (85) 

g(u) being any arbitrary real function. Some examples for 
particular values ofg(u) are given in Appendix B. The ques­
tion of what function g(u) should be adopted will now be 
considered. 

D. ChOice of the phase function g(O') 

Equations (71), (72), and (85) together define a com­
plete orthonormal set of states \{Ikq (y). Consider an arbi­
trary element \{I(y)EJZ"'phyS derived from the element ¢(y) 
EJZ"'y via the mapping (65). According to (53) the action of 
the momentum operator in £'phys is 

A J A [(¢k'¢P)y] 
Pop\{l(y) = dSk ¢k(y)fzk (¢k'¢a)y . (86) 

To be consistent with (66) the evolution operator in £'y has 
to act according to 

P~p¢(y) = J dSk fze[¢k(y)(¢k,¢)y 

-¢z<y)(¢t,¢)y]. (87) 

Now any choice of the real function g(u) gives rise to a 
unitary representation in £'phYS of the Poincare group, 
based on the infinitesimal generators P~p and It [see (76) ] . 
This representation is unitarily equivalent via (73) and (74) 

to the direct sum of two copies of the standard mass m spin­
zero representation,S corresponding to particle and antipar­
ticle. A representation is likewise generated in £'y by P~p 
andtfL

• 

However, we cannot leaveg(u) arbitrary if we wish the 
quantum theory to correspond in the classical limit to the 
formalism based on the classical momentum vector of (7). 

We want y to correspond to the light cone coordinate defined 
by (2), with I¢(Y) IZ d 3yl y representing the probability that 
a measurement of this coordinate will yield a value in the 
interval (y,y + dy). In what follows we present a heuristic 
argument which makes plausible the particular choice 

g(u) = arg[r( - iu)], 

¢k(y) = (21T)-Zi 1"" duu(1T- l usinh1Tu)1IZ (88) 

X r( - iu)( - kAY')iO'- 1, 
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where r denotes the usual gamma function. 
Our starting point is the observation that there exists a 

classical canonical transformation which transforms the 
classical evolution generator pA of (56) into - pA. The 
transformed variables n, yA, with yO = - !Y!, are derived 
from the generating function me(2YA yA) 112, and take the 
form 

yO = _ (me) -21T'2y , 

Y = (me) -2 [1T'2y - 2 (y·1T' )1T'], (89) 

n = (me) 21T'/1T'2. 

Substitution into (56) leads to 

pA(Y,n) = - pA(y,1T'), y·n = - Y·1T'. (90) 

Thus in the Y,n system, particle and antiparticle have inter­
changed roles. Double application of this canonical transfor­
mation leads back to the original variables. 

These classical results suggest that there ought to be a 
quantum counterpart to (89) in the form of a unitary opera­
tor W which interchanges the role of particle and antiparti­
cle wave functions in cW'y. Thus W should satisfy 

WP~pwt= -P~p, 

WtPk = tPt, W= W- I = wt. 
(91) 

An operator equivalent to (89) in cW'y is 

Y O -2 a2 

OP = K Y Jy2' 

Y -2[ a 2 a ( a)] 
Op = K - Y ay2 + 2 ay yo ay , 

where K = me/Ii These four operators are Hermitian in a 
dense subspace of cW'y' mutually commute, and satisfy 
1JAIl- y~p y~p = O. A complete orthonormal set of simulta­
neous eigenfunctions with respective eigenvalues yA (yO 

- !Y!) is given by 

w(YA yA) = (K2/41T)Jo( [2K2YA yA] 1/2). (92) 

The eigenvalue property may be proved readily by di-
rect differentiation. The orthogonality and completeness re­
lations are 

which may be proved by methods akin to those used in Ap­
pendix A. 

The appropriate definition of the action of W on 
tP(y)E£'y is then 

f d 3Y 
(WtP) (y) = y w(YA yA)tP(Y). (93) 

Applying (93) to tPk (y) given by (85) we find (see Appen­
dix C) 

(WtPk) (y) = - (21T) -2i LX> dO" O"eig(u) 

X r(iO") (_ k .,,1.) -iu-I (94) 
r( _ iO") AY , 
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which coincides with tPt(y) if 

eig
(t7) = [r( - iO")/r(iO")] 1/2, 

= ±(1T- 10"sinh1T0") 1I2r(-iO"). 

Thus apart from a trivial assignment of sign, (88) is the only 
choice of the set tPk (y) for which the classical symmetry 
property (90) goes over to the quantum symmetry property 
(91) under the unitary mapping W corresponding to (89). 

It does not appear possible to express the momentum 
eigenfunctions tPk (y) given by (88) in terms of elementary 
functions. However only the asymptotic behavior for large 
s= - kAyA will be needed in this paper. The integrand con­
tains the factor exp{i arg[r( - iO")] + iO" log sJ. which, for 
large ;, oscillates rapidly except in the neighborhood of a 
stationary point of the exponent. The only stationary point 
occurs at the value of 0" =; - (12;) -I + 0(; -3). The 
method of stationary phase then gives the asymptotic behav­
ior for large; as 

(95) 

At the other extreme, when; is small, the integral is domi­
nated by values of 0" of the order of - l/log;. The limiting 
behavior as; --0 is 

4~;tPk (y) - (log;) -2 - 2y(log s) -3 + 0 ((log;) -4), 

(96) 

where y=O.577 22 is Euler's constant. 
Further creditability will now be given to (88), by 

showing that this choice of g( 0") leads to the correct nonrela­
tivistic quantum mechanics limit (e-> 00 ), and to the correct 
classical mechanics limit (Ii-- 0). 

E. The non relativistic limit 

Consider an observer whose world line passes from 
z' ( 1"0) to z' ( 1"). If at proper time 1"01 e the observer finds the 
particle with the momentum eigenfunction tPk (y), then 
(66) predicts that at the later proper time 71 e his wave func­
tion will have evolved to 

tPk (y,z) = tPk (y)exp{ - ikA [z'( 1") - z'( 1"0)]}' (97) 

These functions satisfy the orthogonality relations 

(tPk (y,z), tPk' (y,z»)y = Ek8(k - k'), 

which may be written 

f d 3y ¢t(y,Z)¢k' (y,z) = 8(k - k'), (98) 

with 

¢k(y,Z) = (Ek y)-1/2 tPk (y,Z). 

We will interpret e -- 00 as meaning that both the dimen­
sionless quantities Ky and K/k, with K = me/Ii, become in­
definitely large. In this limit ; = E kY + k·y becomes large 
and we may use (95). The leading term is 
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¢k (y,z) -i(21T) -3/2 exp{ - ikA [.1' + z'-( 7) - z'-( 7 o)]} 

-i(21T) -3/2 exp{ikox - iii-I [me2 + 1i2k 2/ (2m) ] t 

+ ikAz'-( 7 o)}, 

where xl.. = z'-( 7) + .1' [see (2)], and X O = ct. Apart from 
an irrelevant phase factor, the above is the usual form for the 
energy-momentum eigenfunction in nonrelativistic quan­
tum mechanics (including the rest energy me2

) • Note that in 
the nonrelativistic limit the integration S d 3y in (98), taken 
over the past light cone 7 = const, reduces to S d 3X , taken 
over the hyperplane t = con st. 

F. The classical limit 

Following Landau and Lifshitz,9 we shall seek the clas­
sicallimit by considering wave functions with large phases 
and large wavenumbers. A quasiclassical wave function for a 
particle is of the form 

¢(y,z) = f dSk ¢k (y)A(lik)exp{ili-I¢(lik) - ikAz'-(7)}. 

Here ¢( Ilk) is real, and we assume that A (Ilk) and ¢( lik) are 
functions which differ from zero in regions where pA = lik A 
has a macroscopic value, with k becoming indefinitely large 
as we let Ii-O. Thus (; = EkY + koy is likewise large and once 
again the asymptotic form (95) is applicable. Changing vari­
able to p = Ilk and using (95) yields 

¢(y,z) = i f d
3

p (; 1/2A(p) 
(21T)3/21i2 pO 

Xexp{ili- I [¢(p) - PA~ p, (99) 

where xl.. = z'-( 7) + .1' and pO = (p2 + m2c2) 1/2. As Ii-+O 
the exponent in (99) oscillates rapidly, and we may use the 
method of stationary phase. The stationary point is given by 

a¢ = .!.xo _ x, 
ap pO 

whose solution p = Ps (x) is a function of xl... The stationary 
phase approximation to (99) then assumes the form 

¢ = B exp{iIi-IS(x)}, 

where B is a relatively slowly varying function and 

Sex) = [¢(p) - PAxA ] p ~ p,(x)' (100) 

The differential of (100) is 

dS(x) = - (Ps )A dxA. 

Whence as(x)/axA = - (Ps)A' which substituted into the 
identity p~ = (p; + m2e2) 1/2 leads to the Hamilton-Jacobi 
equation 

::a + [( ~ r + m 2
c

2 r2 

= 0. 

Thus a wave packet of quasiclassical form, whose dimen­
sions tend to zero with Ii, will follow the classical trajectory 
of a free particle. 

IV. ELECTROMAGNETIC INTERACTIONS 

A. Classical treatment of particle and antiparticle 

When an electromagnetic field derived from a potential 
A A (XK) = A A (zK + y K) is present and the particle has charge 
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e, the classical momentum pA(y,'Ir) is given by (8). This is 
obtained from the non interacting form (7) by the prescrip­
tion pA_pA - (e/e)A A, 'Ir-+'lre ='Ir - (e/c) (A + yA 0). 

Note the identiti 

Y°'lrE = - mcy;"ut-, (101) 

where wA is the four-velocity of the particle at the point 
where the past light cone with vertex z'- intersects the parti­
cle trajectory. Thus (101) implies that Y°'lrE is Lorentz in­
variant and non-negative. To make the treatment more like 
that for the noninteracting case, let us effect a canonical 
transformation y, 'Ir -+ y', 'Ir', which converts the relation y0'lr E 

;;;.0 into y'°'lr';;;'O. Consider the generating function 
F(z'-,y,'Ir') = Y°'lr' + (e/c)x(z'-,y), where X(z'-,y) is to be 
chosen to make Y°'lrE = y'o'lr'. We have 

,aF aF, e aX 
y = a'lr' =y, 'Ir=ay='Ir +~ ay , 

, aF e ax 
P A = PA + az'- = P A + ~ az'- . 

Then Y·'Ir E = Y°'lr' provided X is any solution of 

yo aX = -YKAK. 
ay 

The general solution of ( 103) is 

X(z'-,y) = - I: ~ A K(z'- + t; )dt, 

(102) 

(103) 

(104) 

where y is an arbitrary function of z'- and y. The theory 
presented in what follows does not depend on the choice of 
this function y. [See (114) and (121).] The transformed 
evolution generator is then given by 

pO(y,'Ir') =:. (A ° + a~ ) 
e az 
+! (Y0'lr') -I [('lrE)2 + m 2e2 ]y, 

p(y,'Ir') =:. (A - aX ) + 'irE 
e az ( 105) 

_1 (YO'lr')-I[('lrE)2+ m 2e2 ]y, 

, ,e (A AA ° ax) 'irE = 'Ir - ~ + y - ay . 

The above does not represent an electromagnetic gauge 
transformation because X(z'-,y) does not depend on its argu­
ments solely through the combination z'- + yA. 

A like treatment may be given for an antiparticle, with 
e -+ - e in all expressions. Thus we could treat particle and 
antiparticle as two disjoint systems with conjugate variables 
YP,'lrp and Ya ,'Ira , respectively, with Yp°'lrp;;;'O and Ya°'lra;;;'O. 
The evolution generators p~ (Yp' 'Ir p) and p~ (Y a' 'Ira) would 
then be given by (105) with Y-+yp' 'Ir' -+'lrp' and y-+Ya' 
'Ir' -+'lra' e-+ - e, respectively. However,just as in the nonin­
teracting case, particle and antiparticle may be treated more 
elegantly as a single system, with the variables y,'Ir' now be­
ing in an enlarged phase space allowing both signs of Y°'lr'· 
Henceforth let us drop the prime and write 'Ir instead of 'Ir'. 
The particle-antiparticle system then has the following clas­
sical description ofits dynamics. The conjugate variables y,'Ir 
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each vary over the whole ofR3
• As we change the here-now 

z< from which the past light cone is drawn, the variables y 
and 1r evolve according to 

( 106) 

where p A is given by 

pO =:. (A 0 + ax) + J... (Y"1r)-I(1r~ + m 2c2
) Y, 

c azo 2 

p = ~ (A + ~~) + 1rE - ~ (Y"1r)-I(1r1 + m 2c2
) y, 

e ( ~ 0 ax) 1rE = 1r - - A + yA - - . 
c ay ( 107) 

IfY"1r> 0, we interpret yp = y, 1rp = 1r as the conjugate vari­
ables of a particle with p; = pA, and if Y"1r < 0, Ya = y, 
1ra = - 1r as those of an antiparticle with p~ = - PA. In 
each case pA = sgn ( Y"1r ) P A. 

Equation (107) gives pA as a quadratic function of e/c. 
We may write (107) in the form 

pA = P10) + (elc)P11) + (e/c)2P12)' (108) 

where P1o) is given by (7), p11) is linear in A" and X and 
P12) is quadratic in these fields. Explicitly, 

p11) = aax + {x,p10)} - (Y"1r) -IP(o)AK~' 
ZA . 

(109) 

P12) = (2Y"1r)-1[(A O)2_(A_ ~ r]~· 
[The transition from (107) to (109) is facilitated by use of 
the identities {p1ol'Y"} = Ell' + (Y"1r) -1~p~O) andYAP1o) 
=-y"1r.] 

B. Invariances of the classical momentum function 

The system (106) and (107) has a number of symme­
tries which one would expect to be preserved upon quantiza­
tion. These are summarized in (110)-( 114) below, and may 
be verified by direct computation. The evolution generator is 
given by (107) as a function of y,1r,e,A", and X, which de­
pendence will be indicated when necessary by the notation 
P A(y,1r,e,A",x). Recall that A" is a function ofZ< +~, and 
X any function of z< and y which satisfies (103). 

Invariance of the sign Y"1r means 

{8(Y"1r),p A} = 0. (110) 

Self-consistency of the evolution equation ( 106) means 

aPA apl' { } -----+ PA,PI' =0. 
azl" az< 

(111 ) 

Charge conjugation invariance means 

P A(y,1r,e,A",x) = - PA(y, - 1r, - e,A",X). (112) 

Electromagnetic gauge invariance means, for any A(Z< 

+~), 

A ,A A( aA ) P (y,1r,e K'X) = P y,1r,e,A" + a~ , X - A . 

(113 ) 

1336 J. Math. Phys., Vol. 28, No.6, June 1987 

Invariance under changing X by an arbitrary function 
M(Z<,y) means 

PA (y,1r,e,A",X) 

(114) 

c. Quantization 

Our aim is to find an operator P~P acting in eW'y which 
is a quantum analog of the classical p A given by (107), and 
which governs the evolution oft,b(Y)EeW'y according to 

ifz at,b =POPAt,b. (115) 
az< 

We shall assume that the same relation holds between the 
Hilbert space eW'y and eW'phys as applied without interactions 
[see (57)-(65)]. Thus particle and antiparticle are again 
associated, respectively, with the positive and negative ei­
genspaceseW'; ,eW'; oftheoperator L = - i(y·a lay + 1). 
This hypothesis makes sense when the classical variables y 
and 1r [designated 1r' in (102)] are chosen as in Sec. IV A, 
because then the sign ofY"1r determines the particle's charge, 
just as was the case without electromagnetic interactions. 

Analogy with (108) suggests that P ~P should be qua­
dratic in elc: 

P~P = p10) + (elc)P11) + (elc) 2P 12l" (116) 

Here P 10) is the operator defined by (87) and (88), and the 
HermitianoperatorsP11) andP12) arefunctionalsofA" and 
X which are, respectively, linear and homogeneous of degree 
2. Let us henceforth omit the suffix OP from P~P' it being 
understood that p A now represents an operator on eW'y. This 
operator is a function of zI" and e, and a functional of the 
fields AK and X, which dependence will be indicated when 
needed by the notation pA(zI",e;A,,;x). 

In addition to requiring that P A should correspond in 
the classical limit to the classical evolution generator speci­
fied by (107), we shall demand that the quantum counter­
parts of the classical symmetries (110)-(114) shall hold, 
namely 

(117) 

(118) 

[P"(zI",e;AK;X)t,b] * = - PA(zI", - e;A,,;x)t,b*, (119) 

PA(zI",e;AK;X) = P" (zI",e;A" + ~~ ;X - A) , (120) 

PA (zI",e;AK;X) = exp( - ~ M )PA (zI",e;AK;X - M) 

( 
ie ) e aM Xexp -M +--. 
ftc caz< 

(121) 

A consequence of (117) is that eW'; and eW'; [see 
(57 )-( 61) ] are invariant subspaces of PA. This implies that 
if t,bEcW'y evolves according to (115), then there exists an 
operator pA on eW'phYS such that '1', the image in eW'phys of t,b 
under the mapping (65), satisfies 
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(122) 

(123) 

where use has been made of (119). 
The consistency condition (118) implies the existence 

of a unitary operator U(z) == U(z,e;AK;X), a function of ~ 
and e and a functional of AK and X, such that 

P
A 

= if! aU(z) ut(z). (124) 
a~ 

The wave function tP at the current here-now ~ is related to 
its value tPo at an initial here-now ~ by 

tP = U(z) ut(zo)tPo' (125) 

Note that if Vis any unitary operator which does not depend 
on~, then U(z) and U(z) V give the same results in (124) 
and (125), which equivalence will be denoted 

U(z) V~ U(z). 

The symmetries (119) to (121) now become 

[U(z,e;AK;X)tP] * = U(z, - e;AK;X)tP*, 

U(z,e;AK;X) ~ u(z,e;AK + ~~ ;X - A) , (126) 

U(z,e;AK;X) ~exp( i~ M )U(Z,e;AK;X - M). 

The author has been unable to obtain any solution of 
(117) to (121), or equivalently of (126), for whichp A takes 
the quadratic form (116). However a solution to first order 
in el c may be obtained by writing 

U(z) = exp [ i~ (HI + ~ H2 + ... )] 

[ 
ZAPA(O) ] 

Xexp , 
if! 

(127) 

and expanding the first factor as a power series in elc, keep­
ing only the leading terms. Equating terms in e/c in (124) 
yields 

~~I + i~ [HI,P(O)A] =P(1)A' (128) 

The classical counterpart of ( 128) is 

aHCl { } 
a~ + HCI,P(O)A = P(1)A' 

_ aX + {p } _ P~o)AKYA - a'-A X, (O)A , 
Z y'1T 

( 129) 

upon using (109) [P(O)A and P(1)A are now functions of 
y,1T]. A solution of (129) is 

Hc! = X +...!..- i oo 

p~O) [AK (~ + y' - tP~O) ) 
2 0 

- AK (zA + y' + tP~O) ) ]dt, (130) 

which may be verified by direct substitution. We now seek a 
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Hermitian operator HI on £'y which is an analog of (130), 
and further, is consistent to first order in (elc) with the 
symmetries (117) to (121). Let us specify HI by its matrix 
elements with respect to tPk and tPt, the complete orthonor­
mal set of eigenfunctions of P ~O) defined by (88). An opera­
tor HI which satisfies all the required constraints is given by 

J d3y 
(tPk,H!tPk')Y = Y tPt(y)tPk' (y) 

X{X+ ~LX> KK[AK(~-y'-tKA) 

-AK(~ - y' + tKA)]dt}, (131) 

(tPt,H]tPt,)y = (tPk,H]tPk' )*, (tPt,H]tPk') = O. 

This form was found by trial and error, guided by the classi­
cal result (130). Finally, the matrix elements ofP(I)A may be 
calculated from (128): 

(tPk,P(1)AtPk')Y = [a~ +i(kA -k~)](tPk,HltPk')Y' 
(tPt,P(1)AtPt,)y = (tPk,P(1)AtPk' );, (132) 

(tPt,P(I)AtPk')Y = 0, 

No satisfactory way of extending these results to second 
order in el c has been found. 

V. DISCUSSION 

A.Summary 

In the previous sections we have arrived at the following 
past light cone quantum picture of a charged boson of spin­
zero and nonzero rest mass. An observer at here-now zA as­
cribes to the particle an S0(1,3) scalar wave function 
tP(y,zA), which belongs to the Hilbert space £'y defined by 
( 10), As zA varies the wave function evolves according to 

(133) 

where PA is a Hermitian operator in £'y. The wave function 
describes the quantum state on the past light cone with ver­
tex at ~, i.e., on the three-surface x A = zA + y', with 
ItP(y,zA) Id 3y l y representing the probability that a position 
measurement will locate the particle on the light cone 
between y and y + dy (tP being normalized to unity). 

An important role is played by the operator 
~ = - i(y·a lay + 1) and the associated projection opera­
tor e (~). Particle and antiparticle states are eigenfunctions 
ofe(~) with eigenvalues 1 and 0, respectively, so that we 
can resolve any wave function into a particle component and 
an antiparticle component according to the prescription 
(57). However, the Hilbert space of physical states £'phYS is 
not identified with £'Y' but is rather constructed by combin­
ing the particle amplitude with the complex conjugate of the 
antiparticle amplitude. [See (62)-(64).] 

The evolution operator PA must satisfy the conditions 
(118) in order that (133) be self-consistent. For a free parti­
cle (88) gives a complete orthonormal set of eigenfunctions 
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of PA , which correspond to energy-momentum eigenstates in 
cW"phYS' When an external electromagnetic field is present the 
theory is less complete. In this case ( 131) and ( 132) specify 
PA up to first order in the particle charge. 

B. Alternative hypotheses 

There are a number of places in the development of the 
theory where a hypothesis different from the one adopted 
might have been made. Particular examples follow. 

( 1) The probability density for finding the particle 
might be taken as (ItPp 12 + tPa 12)/y rather than as ItPI 2/y. 
[See (65).] Note that these quantities are not the same, 
though their integrals over all yare equal. 

(2) Perhaps neither of these expressions for the prob­
ability density is valid and one should seek instead to find a 
set of position eigenfunctions 'I' y (y) which span cW"phys' 

These should be labeled by a past light cone vector yA with 
yo = _ IYI, and satisfy the orthogonality and completeness 
relations 

('I'y,'I'y' )phys = Y8(Y - V'), 

J d~Y 'l'y(y)'I'~(y/) = (Yle(L)IY/)[~ ~] . 
(134) 

We can then define a position operator in cW"phyS by 

A J d 3
y A Y phys 'I' (y) = y Y 'I' y (y)('I' y, '1') phys' 

and interpret 1('I'y,'I')physI2d 3y/y as the probability of 
finding the light cone position three-vector y in the range Y 
to Y + d Y. Note that the operator YoP of (11) acts in cW"y, 
not in cW"phyS' A possible candidate for 'l'y(y), which satis­
fies (134), is 

[See (58), (60), (70), (91), (92).] With this choice, the 
effective coordinate space wave function is 

(135) 

where W is the unitary operator defined by (93). 
(3) One might identify cW"y directly with the space of 

physical states cW"phyS' In this case the momentum operator 
would be e(L)PA , the charge operator would be sgn(L), 
and YoP given by (11) would be acceptable as the light cone 
position operator. Such a theory would in fact be equivalent 
with that of (2) above, with the correspondence tP-+tPPhys 
[see (135)]. This theory would be more akin to that of the 
nonrelativistic Schrodinger equation rather than that of the 
Dirac and Klein-Gordon equations. 

(4) We could make a choice of phase function g(u) 
other than that of (88). It would be seen from the arguments 
ofSecs.III E and III F that any g(u) which behaves asymp­
totically like - u log u + u + O( 1) for large u will lead to 
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the correct nonrelativistic and to the correct classical limits. 
An example of such a g( u) is given by (B5) in Appendix B. 
The price to pay if (88) is not adopted is that the operator W 
effecting the symmetry (91) no longer takes a simple form. 

C. Some unsolved problems 

This paper leaves many questions unanswered, particu­
larly those relating to the measurement of observab1es. Sup­
pose the quantum state of an observer at the here-now z' is 
1'1'), and he measures the observable represented by a Her­
mitian operator.Y which has a complete orthonormal set of 
eigenstates l<I>n) with corresponding eigenvalues An' One 
would like to postulate that I (<I> n 1'1') 12 is the probability that 
the measurement will yield An' and that if this eigenvalue is 
obtained, then immediately after the measurement the state 
will be 1<1> n ). However, how are we to interpret the phrase "a 
measurement at here-now z'?" If the measurement occupies 
negligible extension in space and time so that it can be car­
ried out by a single observer at z' then there is no difficulty. 
Otherwise the observer at z' must collaborate with auxiliary 
observers in other parts of space time. Various possibilities 
suggest themselves: (1) a prearranged experiment, carried 
out by a number of observers on the past light cone with 
vertex at z'; (2) an unpremediated experiment, where the 
observer at z' radios instructions to his collaborators to mea­
sure some quantity in their locality, in which case the experi­
ment involves a number of observers on the future light cone 
of z'; and (3) independent measurements made by different 
observers on a spacelike three-surface through z', the results 
being communicated to the central observer. 

Type (1) experiments comply most closely with the 
spirit of the present formalism, and have the advantage that 
all the data from the auxiliary observers reaches the central 
observer simultaneously at z'. However, the experiment can 
only involve a finite region of the past light cone and the 
central observer must plan the experiment sufficiently in ad­
vance to enable him to instruct his collaborators. 

With experiments of type (2) and (3) the experimental 
results from the auxiliary observers will reach the central 
observer at different times, all in the future ofz'. As each new 
piece of data arrives the central observer should presumably 
update his quantum state, but we lack a prescription for do­
ing this. It seems likely that we shall need a description in 
terms of density matrices rather than of pure states to resolve 
this problem. That a solution to the problem of measurement 
in relativistic quantum theory may require the introduction 
of density matrices has been suggested by Houtappel, Van 
Dam, and Wigner. 10 

APPENDIX A: ORTHOGONALITY AND COMPLETENESS 
RELATIONS 

Proo!o!(37)-(39): Since k A and k A' both lie on the mass 
shell (14), k A + k A' is future pointing timelike and there 
exists a "center of momentum" inertial frame in which this 
sum vector has no spatial component, i.e., k A = (ck,k) and 
k A

' = (Ck' - k). In this frame (37) becomes 
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(Uk,~Uk')Y = ~(Uk,~Uk')Y + ~(~Uk,Uk')Y 

= (21T)-3f tke-2ik.y d 3y 

= tko(2k) = tko(k - k'). (Al) 

Since each side of ( AI) is an SO ( 1,3 ) scalar, the truth of this 
equation in any particular inertial frame implies its truth in 
all inertial frames, and hence (37) has been proved. Similar 
proofs may be given for (38) and (39). 

Proof of (40): The left-hand side of (40) takes the form 

(A2) 

The function Il occurs in quantum field theory in connection 
with spin-zero field commutators, and may be expressed in 
terms of Bessel functions. II Putting in the explicit form for Il 
and applying the differential operator ~ then yields (40). 

Proofof(50) and (51): The Beltrami operator belonging 
to the mass shell (14) is proportional to the operator 

C)'/" _ 1 ko-2 ;A1';{Jv 
Jl - 2 Tl 'TJ;;,.v 'TJl'pJk Jk , 

(A3) 

[See (22) and (23). ] Direct computation shows that 
( - k ;;"Y;;,. ) i<7 - I is an eigenfunction of % with eigenvalues 
1 + cr, if .I is any vector lying on the past light cone. Now 
% is Hermitian with respect to the measure dS k = d 3kl t k, 

which implies orthogonality for eigenfunctions belonging to 
different values of cr. Hence 

f dSk ( - k'Y;;,. )i<7-I( - kl'y~) -i<7'-1 

= Clo(u - u') + C2o(u + u'), (A4) 

where C I and C2 are functions of u, y;;,., and y~ which are 
SOC 1,3) scalars. A scalar function must yield zero when 
operated upon by any component of the appropriate total 
angular momentum tensor. Thus 

(YX ~ + y'X a~' )Cs = 0, 

~ ~ +y' ~, )Cs =0, 

(AS) 

with s = 1,2. [See (76).] The general solution of (AS) is 
readily found to be 

Cs =as(u,.ly~) + (yy')-I/3s(u,yly')o(y,Y'), (A6) 

where as and/3s are arbitrary functions of their arguments, 
and o(y,Y') is the Dirac delta function for the surface of a 
unit sphere. Multiplying (A4) by y - i<7+ I (y')i<7' + I yields 

f dSk (tk + k·y)i<7- I (tk + k.Y') - iu' - I 

= yy' (yly') - i<7CIO(U - u') 

+ (yy') - iu+ IC20(U + u'). (A7) 

The left-hand side of (A7) is independent of y and y', and 
hence so must be the right-hand side. The only way in which 
this independence can be consistent with (A6) is for 
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a l = 0, /31 =/3(yly')i<7, 
(A8) 

( • .A , ) i<7 - 1 /3 ° a 2 = a y y;;,. , 2 = , 

where a and /3 are functions of u only. To find these func­
tions, apply the integration f d 2Y' over the unit sphere, to 
both sides of (A 7). The left-hand side yields 

8~(uu') -IKi<7K - i<7' [o(u - u) - o(u + u')], 

and the right-hand side 

/3o(u - u') - 21Tiau- 12i<7o (u + u'). 

Identification of the coefficients of the two delta functions 
then gives/3 = 8~U-2, a = 4riu-I(~/2)i<7. Thus 

f dSk(tk +k·y)i<7-I(tk +k·Y')-iu'-1 

= 8~U-20(Y,Y')o(u - u') (A9) 

+ 4riu-I(~/2)i<7( 1 - Y.Y')i<7-IO(U + u'). 

Multiplying (A9) by uu' I (l6~) and making the identifica­
tion w = y, w' = Y' then yields (50) and (51). 

APPENDIX B: COMPLETE ORTHONORMAL SETS IN Ky 

In Sec. III C we considered function sets of the form 

1/Jdy) = (21T)-2i 100 

duueig(<7);i<7-\ (Bl) 

where; = - k;;,..I. These functions belong to the eigenvalue 
+ 1 of the operator e(~) defined by (58). It was shown 
that for any choice of the real function g (u) the functions 
1/J k (y) and 1/Jt (y) form a complete orthonormal set in JYy: 

(1/Jk,1/Jk')Y = (1/Jt,1/Jt,)y = tko(k - k'), 

(1/Jt,1/Jk')Y = 0, (B2) 

f dSk [1/Jk (y)1/Jt(y') + 1/Jt (y)1/Jk (y')] = yo(y - y'). 

We exhibit here the form taken by 1/Jk (y) for three parti­
cular choices for g(u) (the case g(u) = arg( rc - iu)] was 
discussed in Sec. III D): 

eig (<7) = 1, 

1/Jk(Y) = [4ri;Oog; +it)2]-I, t-O, 

= e(~)(21T)-1 ~o(; - 1); d; 
eig(<7) = - rc - iu)/r(iu), 

1/Jk (y) = e(~)(21T) -IJo(2; 1/2); 

(B3) 

(B4) 

eig(<7) = 1T- 1/2rc ~ - iu) [coshq1Tu) - i sinh (!1TU) ], 

1/Jk(Y) =e(~)(2~)-1/2~(;1/2sin;). (B5) d; 
Ifwe drop the requirement that our functions be eigen­

functions of e (~ ), then we can find further orthonormal, 
complete sets from a generalization of the theorem given by 
( 82). The more general result is that any set of functions 
Vkq (y), q = lor 2, of the form 
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Vkl(y) = (21T)-2i I:00 dav(a);ia-I, 

vk2 (y) = [(21T)-2 i I:oo dasgn(a)v(a);ia-Ir, 

where v (a) satisfies 

Iv(a) 12 + Iv( - a) 12 =~, 

are orthonormal and complete 

(Vkq,Vk'q')Y = €ko(k - k')Oqq" 

I I dSk Vkq (y)vtq (y') = yo(y - y'). 
q 

(B6) 

This theorem is proved by techniques similar to those 
used to establish (82). Two examples of sets of type (B6) are 
furnished by (B7) and (B8) below: 

v(a) = (21T) -1/2a rq - ia)e Il21Tja + (I/2)i), 

v (y) = (21T) -3/2 ~ e- 1/2ei~"). 
kl d; ~ , 

(B7) 

v(a) = (21T) -1/2a r( - ia) r( ! + ia)eIl2tr(a- i), 

r(ia) 

Vkl (y) = 2- 5
/
21T- IM( P,i;), 

= 2 -5/21T-1 [ (I + i;)Jo( !;) 
_ ;J

I 
( ~;) ]e( 1/2)i,. 

(B8) 

In (B8) M denotes Kummer's confluent hypergeomet­
ric function. In neither of the above examples is the function 
Vk2 (y) expressible in elementary form. 

APPENDIX C: PROOF OF (94) 

Because (94) has manifest Lorentz invariance, it is suf­
ficient to prove it in the inertial frame in which k A 

= (K,O,O,O). In this frame 

WtPk (y) = I Y dY d 2y W(YA yA)(21T) -2i 

X Loo daaeig(a)(Ky)ia-l, (CI) 

The function W(YA yA) may be expressed as the integral 
transform 

(C2) 
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Upon substituting (C2) into (C I) one obtains the product 
of the two integrals 

I dyyi(a-a')-I = 21To(a-a'), 

This leads to 

X r(ia) (Ky)-ia-I, 
r( - ia) 

which is just (94) in this special inertial frame. Invoking 
Lorentz invariance, (94) holds generally, 
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Sufficient conditions for zero not to be an eigenvalue of the SchrOdinger 
operator 

A. G. Ramm 
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(Received 9 September 1986; accepted for publication 4 February 1987) 

It is proved that if H = - V2 + q(x) ;;;.0, 1m q = 0, Iq(x) I .;;;;c( 1 + Ixl) -a, C = const> 0, a> 2, 
then zero is not an eigenvalue of H. An example is given of H;;;.O, with zero a resonance (half­
bound state) and q = q( Ixl) compactly supported and integrable. An example of a potential 
q = O(r- 2

) is known, for which H;;;.O and zero is an eigenvalue. This shows that a > 2 is the 
optimal condition for zero not to be an eigenvalue of H;;;.O. If the condition H;;;.O does not hold 
and H is an operator in L 2(]R3), then zero can be an eigenvalue even if qEC (f. If H is an 
operator in L 2(]Rl) or in L 2(]Rl+ ), ]Rl+ = [0,00), then zero cannot be an eigenvalue of H 
provided that a > 2; here conditions H;;;.O and 1m q = 0 can be dropped. Global estimates of the 
Green's function of H from below and above are given. 

I. INTRODUCTION 

In Ref. 1 Newton asked the following question. Let 
H = - V2 + q(x), 1m q(x) = 0, xE]R3, f(1 + Ixi) 

X Iq(x) Idx < 00, f = f R,' Assume that 

(1) 

Can 0 be an eigenvalue of H? 
The assumption about the decay of q(x) can be relaxed: 

It is sufficient to assume that for all sufficiently large x the 
estimate 

Iq(x)I';;;;c(1+lxl)-a, a>2, c=consbO (2) 

holds and that qEL ~oc. By c we denote below various con­
stants. The assumption (*) f(1 + Ixl) Iq(x) Idx < 00 means, 
roughly speaking, that a > 4 in (2). On the other hand, (*) 

allows local singularities in a neighborhood of infinity, 
which are excluded by (2). Since assumption (2) covers 
most, if not all, of the potentials of interest which decay at 
infinity faster than Ixl-2, we will use this assumption. 

The question raised by Newton was discussed in Ref. 2, 
where it was proved that if a > 3 then the answer is no. The 
assumptions on q in Ref. 2 were given in terms of weighted 
L P spaces. Our argument is different from the one in Ref. 2. 

The purpose of this paper is to give the exact value of a for 
which the answer is no. We prove that if a > 2, then the answer 
is no and if a <2, then zero can be an eigenvalue of H;;.O. 

The second part of this statement is known: It is shown 
in Ref. 3 (p. 375) that for central potentials q = q(r), 
r= lxi, if Ht/J=O, t/J=r-1u(r)YI(xo), where YI is the 
spherical harmonic XO = xr- 1, then u = O(r-I) as r-- 00. 
Therefore t/JEL 2(]R3) provided that I>~. This conclusion 
does not use assumption (1). The potential q (r) can be cho­
sen in C (f. 

If 1=0, q = q(r), 1m q = 0, is compactly supported 
and integrable in a neighborhood of the origin and ( 1 ) holds, 
then zero can be a half-bound state (a resonance) although it 
cannot be a bound state. 

In the one-dimensional case, if condition (2) holds and 

u"-q(r)u=O, r;;;'O, uEL 2 [0,00), (3) 

then u = O. This conclusion holds without assumption (1) 
and without assumption 1m q = O. 

We prove that the Green's function G(x,y) of H under 
the assumptions q(x);;;'O and (2) satisfies the global esti­
mates 

clx-yl-l';;;;G(X,y)';;;;(41Tlx-yl)-1, c=consbO. (4) 

The low energy scattering has been studied in Refs. 4 
and 5. 

II. THE RESULTS 

Theorem 1: If H;;;.O and a > 2, then zero is not an eigen­
value of H. 

Proof' Let H = H o + q, H o = - V2
, Ht/J = 0, 

¢EL 2 (]R3). Then t/J> 0, being the ground state of H. Let us 
first assume that q(x) = - p(x) and p(x);;;.O. If q(x) 
=q+(x) -q_(x), where q+ =max(O,q(x»), q_(x) 
= max(O, - q (x»), then we can use a similar argument tak­

ingp(x) = q_(x) and Ho = - V2 + q+(x). The key esti-
mate for the Green's function of the operator - V2 + q + 

that is needed for the proof is the estimate (4). This estimate 
is proved in Lemma 2. 

Stepl:lfq(x) = -p(x),p(x);;;.O,thenHt/J=Ocanbe 
written as 

t/J=Hr;lpt/J= f gpt/Jdy, g= (41Tlx-yl)-I. (5) 

Since t/J> 0 and p;;;'O, we have pt/J;;;.O and 

t/J= (41Tlxi)-1 f pt/Jdy+o(lxl- 1), Ixl--oo. (6) 

Estimate (6) is proved in Lemma 1. 
If ¢EL 2 then (6) implies that fpt/J dy = O. Since pt/J;;;'O, 

this means that pt/J = O. Therefore V2t/J = 0 and ¢EL 2 (]R3). 

Thus f1Vt/J1 2 dx = 0 and t/J = O. The same conclusion fol­
lows from the equation pt/J = 0 if p =I- 0 on an open set. On this 
set t/J = 0 and, by the unique continuation property for ellip­
tic equations, t/J=O. 

Step 2: If q = q+ - p(x), H o = - V2 + q+, and HoG 
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= 8 (x - Y), then G satisfies estimate (4) and (5) holds 
with G in place of g. Therefore 

clxl- I J p¢dy + o( lxi-I) 

<¢«41Tlxj)-1 J p¢dy+o(lxl- I), Ixl ..... oo. (7) 

If ¢EL z, then Sp¢ dy = 0, and the rest of the argument is the 
same. Theorem 1 is proved. 

Lemma 1: If a> 2 and ¢EL z(R3
), then (5) implies (6). 

Proof One has 

(8) 

Here and below c denotes various positive constants, the first 
integral in (8) was estimated with the help of inequality (2), 
and the inequality p > 0 was not used. From (5) and (8) one 
obtains 

¢= (41Tlxl)-1 ( dyp¢(1 + O(E») 
J1y1<olxl 

+ ( (41Tlx-yl)-lp¢dy:=JI +Jz' (9) 
J 1Y1 >olxl 

Here 0 < E = E(r) ..... 0, E(r)r ..... 00 as r = Ixl ..... 00. Since a > 2 
and (8) holds we have Sp¢ dy < 00. Therefore J I 
= (41Tlxj)-ISdyp¢+0(lxl)-I. Let us show that J2 

=o(lxl- l ) as Ixl ..... oo.Onehas 

Jz<c l~ dtt Z(1+t)-(a+l) f:I(,z+t Z-2rtS)- I/Z dS 

<c ('" dt(1 +t)-a+I(2rt)-I[r+t-lr-tIJ 
Jor 

<cr- I[ L dt(1 + t) -a2t + I'" dt(1 + t) -a2r] 

<cr- a+ 1+ o(r-I). (10) 

Here s = cos e and we used the spherical coordinates with 
theY3 axis along the vector x, Iyl + t. Lemma 1 is proved. 

Lemma 2: If q>O satisfies estimates (2), with a> 2 for 
Ixl>R, where R>O is an arbitrary large number, and 
qEL foe' then the Green's function of H = - V2 + q (x) sat­
isfies estimate (4). 

Proof The right inequality in ( 4 ) follows from the maxi­
mum principle. Indeed, first note that G> 0: If G(xo,Yo) <0, 
then, since G(x,yo) ..... + 00 as x ..... yo and G(x,yo) ..... O as 
Ixl ..... 00, the function G(x,yo) attains a nonpositive mini­
mum at a certain point S =I-Yo. Since G¢const, q>O, and 
V2G = qG in a neighborhood of S, we have a contradiction 
which proves that G(x,y) > O. Since G = g - SgqG dz<g, we 
conclude that g> G. 

Let us prove the left inequality (4). 
We have 

G(x,y) =g(x,y) - J g(x,Z)q(z)G(z,y)dz. (11) 

Suppose that the left inequality (4) does not hold. Then 
there exist sequences x nand y n such that 
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IXn -YnIG(xn,Yn)<n-l, n ..... oo. (12) 

We will show this is impossible, so that (4) holds with some 
c> O. There are three cases to consider. 

Case 1: There exist numbers m and 8 which do not de­
pend on n, such that Ix ll l<m, IYn I<m, IXn - Yn 1>8>0. In 
this case choose Xn ..... xo'yn ..... yo and pass to the limit in (12) 
to get G(xo,yo) = 0, which is a contradiction since 
G(xo,yo) > O. 

Case 2: There exists a number m such that IXn I <m, 
IYnl<m, and IXn -ynl ..... O. Then choose xn ..... xo'yn ..... yo' 
multiply (11) by Ix - yl, set x = xn,y = Yn' and pass to the 
limit n ..... 00 to get 0 = (41T) - 1, which is a contradiciton. 
Here we used limlxn - Yn ISg(xn,z)qG(z,Yn )dz = 0, which 
holds since the integral is bounded. 

Case 3: Either IXn I ..... 00 or IYn I ..... 00, or IXn I ..... 00 and 
Iy n I ..... 00. From (11) and (12) one obtains 

0= (41T)-1 - !~~ IXn - Yn If g(xnz)q(z)G(Z,Yn )dz. 

(13) 

If IXn - Yn I <m, where m does not depend on n, then the 
limit in (13) is zero since g(xn ,z) = (41Tlxn - zl) -1 ..... 0 as 
IXn I ..... 00, and G(z,Yn) < (41Tlz - Yn I) -1 ..... 0 as IYn I ..... 00. In 
this case Eq. (13) becomes 0 = (41T) -I, which is a contra­
diction. 

Iflxn -Ynl ..... oo, then 

limlxn - Yn I J g(xn ,z)q(z)G(z,Yn )dz 

<lim clxn - Yn I [ ( dz 
J1Z1<R IX n - zllz - Yn 1(1 + Izl)a 

+ L>RIXn -zllYn :zl(1 + IZI)a] 

<c limlxn - Yn I'O( IXn - Yn II-a) = O. 

So again Eq. (13) leads to a contradiction. Therefore (12) 
cannot hold and the left inequality (4) is proved (cf. Ref. 6, 
p.314). 

Remark: In the one-dimensional case if H¢ 
= -¢" +q(r)¢=O, r>O, a>2, and ¢EL 2 [R,00), then 

¢=.O. Here R > 0 is an arbitrary (large) fixed number. This 
conclusion holds without assumption H>O and without as­
sumption 1m q = O. Indeed, the differential equation implies 

¢=A +Br+ 1"0 (t-r)q¢dt, (14) 

where A and B are constants. If ¢EL Z [R, 00 ) and a > 2, then 

II'" (t - r)q¢ dt I 

«I'" t Z(1 + t) -Za dt )lIz'(I'" I¢I Z dt ) 112 

=o(r- a+ I
.
S
), asr ..... + 00. 

Therefore (14) and ¢EL Z [R, 00 ) imply that A = B = O. If 
A = B = 0, then (14) becomes a homogeneous Volterra 
equation for ¢ and therefore ¢ = o. 

Remark 2: (a) Although, as we stated in Introduction, 
it is shown in Ref. 3 that there are central potentials such that 
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V2.,p - q.,p = 0, .,pEL 2(R3
), no specific examples are given in 

Ref. 3. We give such examples and show that q(r) can be 
choseninC 0". Thecorresponding.,p = h(r) Y1 (xo)EL 2(R 3), 

XO = xr- 1. The construction is simple. Take h (r) = r- 2 for 
r> 1, h(r) >0 for O.;;;r,.;; 1, hECoo . Define q = .,p-lV2.,p. Then 
qECOO and q = 0 for r> 1 since V2r-2 Y1 = 0 for r> 1. Clearly 
.,pEL 2(R3

). A similar example is in Ref. 7. 
(b) An explicit example of an integrable near r = 0 

compactly supported q(r), such thatH>O and zero is a half­
bound state can also be constructed. One defines .,p = r- 1 for 
r>I,.,p = r-1u(r) for r,.;;l, and chooses u(r) so that q(r): 
= .,p-lV2.,p is integrable and H>O. Note that q(r) = 0 for 
r> 1. The desired u one can choose, for example, in the form 

u = rY (1 + y- yr), with any O<y< ({2 - 1)/2. 

III. CONCLUSIONS 

In this paper we prove that H>O does not have zero 
eigenvalue if (2) with a> 2 holds and may have zero if q falls 
off as O(r- 2

), r-- 00. An example of compactly supported 
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integrable potential is given for which H>O and zero is a 
resonance. 
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The Korteweg-de Vries hierarchy of isospectral transformations: Towards a 
general explicit expression 

Avia Rosenhousea) and Jacob Katriel 
Department a/Chemistry, Technion-Israel Institute a/Technology, Haifa 32000, Israel 

(Received 15 October 1985; accepted for publication 4 February 1987) 

The structure of the Korteweg-de Vries hierarchy of evolution equations, generating 
isospectral transformations, is elucidated by means ofa study of its recurrence relations. For 
the mth member of the KdV hierarchy, which can be written in the form VI = - 2Am + I.x' 

where the Ai satisfy the recurrence relation Am + I.x = VA m •x + ! Am Vx -! Am.xxx, it is shown 
that Am is a homogeneous polynomial in ai V laxi. A general combinatorial formula for the 
coefficients of all the monomials entering Am' up to a set of constants determined by means of 
a recurrence relation, is derived. 

I. INTRODUCTION 

The Korteweg-de Vries (KdV) hierarchy of isospectral 
transformations was introduced by Lax I and by Gardner et 
al. 2 It is very intimately related to the question of uniqueness 
of spectral inversion. The connection with the inverse scat­
tering method has been particularly clearly studied with re­
spect to the original KdV equation. 3 

The classical limit of the KdV hierarchy was recently 
discussed,4 and it was shown that in this limit the hierarchy 
reduces to the first-order equation 

(1) 

in which f( V) is an arbitrary function of V. This equation 
generates an isoperiodic transformation of Vo(x) = V(x,O) 
into V(x,t). Thus, to eachf( V) corresponds some isoperi­
odic transformation. It was also shown in Ref. 4 that if the 
two isoperiodic potentials V(x,O) and V(x,l) are given, the 
form of f( V) generating the transformation between them 
via Eq. (1) can easily be written down. 

The complete KdV hierarchy has so far not been studied 
extensively at all. In particular, the general form of an arbi­
trary isospectral transformation has not been explicitly de­
rived. 

In the present article we present an attempt to derive the 
explicit form of the higher-order members of the hierarchy. 
General explicit forms are obtained, up to some numerical 
coefficients for which a set of recurrence relations is derived. 
The form of the results enables the association of an isospec­
tral transformation with any F( V), although the inversion 
problem, concerning the determination of the form of F( V) 
generating a particular isospectral transformation, has not 
been solved. 

A related problem, which has been worked out in con­
siderable detail, concerns the determination of the infinite 
sequence of polynomial conservation laws of the KdV equa­
tion.5

•
6 In view of the relation between these conservation 

laws and the members of the KdV hierarchy, one could con­
sider the results, in particular in Ref. 6, as almost providing 
the explicit form of the KdV hierarchy. However, the eluci-

aJ Based on a part of a thesis to be submitted by AR to the senate of the 
Technion-Israel Institute of Technology, in partial fulfillment of the re­
quirements for the M.Sc. degree. 

dation of the structure of the KdV hierarchy achieved in the 
present article is a prerequisite for the consideration of the 
general isospectral transformation as presented in the con­
cluding section, i.e., in terms of an arbitrary F( V). 

II. PRELIMINARY CONSIDERATIONS 

The evolution equation 

V, = -2Am+ l •x , 

where 

Am + I.x = V·A m.x +! Am' Vx - (112/4)Am.xxx 

(2) 

(3) 

specifies an isospectral transformation of the one-dimen­
sional Schrodinger equation Htf; = Etf;, where 
H = _1I2(d 2Idx2) + V. Here x is the dynamical coordi­
nate, t is a parameter such that V = V(x,t), V, = av lat, 
Vx = av lax, and Am.x = aAm lax. Here m is a running in­
dex, m = 0,1,2, .... 

The fact that the transformation is isospectral means 
that for all eigenvalues we have aE lat = 0, or equivalently 
S", 00 tf;* VI tf; dx = 0, where tf; is anyone of the eigenfunc­
tions. That S", 00 tf;*Am + I.x tf; dx = ° was shown in Refs. 1, 
2, and 4. It follows immediately that an arbitrary linear com­
bination Lm amAm + I.x' where {am} is a set of constant 
coefficients, will also specify an isospectral transformation. 

Am was implicitly presented in Refs. 1 and 2 for 
m = 0,1,2,3, i.e., 

Ao = - 1, Al = - V 12, 

A2 = - ~ V 2 + (112/8) Vxx ' 

A3 = - ff, V 3 + ff, Ij2 [V Vxx +! V~] - (114/32) V(4) , 

resulting in the evolution equations 

VI = Vx ' V, = ~ VVx - (112/4) V(3) , 

v, = ¥ V 2 Vx - ~ 1j2[ V' V(3) + 2Vx Vxx ] - (114/32) V(5) , 

where V(i) = ai V laxi. 
To elucidate the explicit form of the general isospectral 

transformation we first consider the successive terms that 
can be generated using Eq. (3). 

Writing 
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m-I 

Am = L (- l)i+ Ifz2iA i,m , 
;=0 

we obtain 

(4) 

Ai+l,m+l,x = V'Ai+l,m,x +!Ai+l,mVx +!Ai,m,xxx' 
(5) 

The nature of this two-dimensional recurrence relation is 
illustrated in Fig. l.1t determines Ai + I,m + I,x' O<i < m - 1, 
in terms of the two elements Ai + I,m and Ai,m or, if 
i = m - 1, in terms of Ai,m only, It is therefore necessary to 
specify both A 0,0 and the constants of integration entering 
upon evaluation ofA i + I,m + I fromA i + I,m + I,x' We shall set 
A 0,0 = - 1, and all the integration constants will be chosen 
to be zero. Although some further flexibility in the final 
expression for the general isospectral transformation could 
be incorporated by allowing the constants of integration to 
be arbitrary functions of t, this further flexibility, whose clas­
sical analog was discussed in Ref. 4, will not be explicitly 
retained. 

The recurrence relation becomes particularly simple for 
A O.m , obtaining the form 

Ao.m + I,x = V'Ao,m,x + ! Ao,m . Vx , 

which is just the classical limit of the original recurrence 
relation, Eq. (3). This recurrence relation, which involves 
stepping along the horizontal sequence i = 0 in Fig. 1, was 
solved in Ref. 4, where it was shown that 

(6) 

Having obtained all the terms corresponding to i = 0, it 
is now a simple matter to proceed along the horizontal line 
corresponding to i = 1 in Fig. 1. The terms along this line 
constitute the lowest-order quantal terms. Thus substituting 
Eq. (6) in Eq. (5) we obtain 

4 

3 

2 

+ [(2m -1)!!/2m'(m -I)!] 

X [(m - l)(m - 2) vm - 3V~l) 

+ 3(m - 1) vm- 2V(2) V(I) + V m- I. V(3)] . 

m 

FIG. I. The two-dimensional recurrence relation for Am,;. 
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It follows straightforwardly that 

A I,2 = A V(2) , 

and it can be shown by induction that 

A - .. ,V + (l) 
(2m-l)"[ vm-2 V

m
-

3
'V

2 
] 

I,m - 2m.6 (m _ 2)! (2) (m - 3)!'2! . 
(7) 

This result can be substituted in Eq. (5) to obtain 

A - 231 V 3 V + 693 V 2 V V + 2079 V 2 • V 2 
2.6 - m (4) m (3) (I) 11124 (2) 

On the basis of these results one can already make cer­
tain observations concerning the form of Ai,m in general. 
First, Ai,m is homogeneous, of degree m - i, with respect to 
V (including its derivatives). Furthermore, A i,m is a sum of 
terms, each one of which contains a product of derivatives of 
V, the sum of whose orders is 2i. This sum is called the deriv­
ative index in Ref. 6. 

Thus the orders of the derivatives in each term of Ai,m 
constitute a partition of 2i. These two statements can be es­
tablished by induction, using Eq. (5). The induction has to 
be carried out over the two indices i and m, which can be 
done by imbedding an induction over m within an induction 
over i, as follows: checking Eq. (6) to establish that the two 
statements are true for alIA O,m (i.e., i = 0 and all m) we shall 
assume that they are true for i and all m and show that they 
are, consequently, true for i + 1 and all m. 

The last statement will be proved by induction over m, 
with fixed i: From Eq. (5) and the induction hypothesis it 
follows that the theorem holds for Ai + I, i + 2' We assume 
that it holds for Ai + I,m and show that it holds for Ai + I, m + I 

by noting that each one of the three terms in the rhs of the 
recurrence relation, Eq. (5), is of order 2i + 3 and degree 
m - i from which it follows that Ai + I,m + I is of order 
2 (i + 1) and degree (m + 1) - (i + 1) = m - i. This com­
pletes the proof. 

Denoting by 5 the number of summands in a given parti­
tion of 2i, we observe that the ratios between the coefficients 
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of terms corresponding to partitions of equal S are indepen­
dent of m. Thus, for i = 2, S = 2 the possible partitions of 
2i = 4 are 3 + 1 and 2 + 2. The ratios of the corresponding 
terms are 4/3 in A 2,4' A 2,5 as well as in A 2,6' The general 
validity of this observation will be established later on. It 
suggests that the coefficient of each term in Ai,m can be writ­
ten as a product of two factors, one of which depends on the 
partition but not on m, the other one depending on m, i, and 
S but not on the specific partition, 

The observations just made suggest that the general 
form of A 2,m is 

A 2,m = 
_(:.....2_m ___ -_l.",:.)_!! {3' V m - 3. V( 4) 

2m • 180 (m - 3 ) ! 

+ V
m

-
4 

[6V(3) V(1) +9' V72)] 
(m - 4)! 2! 

+ 11. (2) (1) + 15. (1) • 
vm-5.V V 2 vm-6·V4 } 

(m - 5)1'21 (m - 6)1'4! 
(8) 

This relation can be established by induction, One can pro­
ceed and obtain 

A
3
,m = (2m -I)!! {3' V

m
-

4 
-V + vm-5 [9V V + 19'V V +~ V 2 ] 

2m'2520 (m _ 4)! (6) (m _ 5)! (5) (1) (4) (2) 2! (3) 

+ vm-6 [.32.. V V 2 +43V V V +~ V 3 ] + vm-7 [~V V 3 +~ V 2 V(2)] 
(m _ 6)! 2! (4) (1) (3) (2) (I) 3! (2) (m _ 7)! 3! (3) (I) 2!'2! (2) I 

+ . -- V V 4 + . -- V 6 V m
-

8 119 V m
-

9 175 } 
(m - 8)! 4! (2) (1) (m _ 9)! 6! (I)' 

(9) 

Further progress along these lines becomes rather cumber­
some. However, before we attempt to undertake some more 
general considerations, let us obtain one further simple spe­
cial case, along the line characterized by i = m - 1, in Fig, 1. 

Along that line the recurrence relation obtains the form 

Am,m + I,x = i Am - I,m,xxx 

or 

A =lA m,m+ 1 4 m-l,m,xx· 

It follows immediately that 

Am _ I,m = (l/22m 
- I). V(2m _ 2) • (10) 

A comparison of this result with Eqs, (6 )-( 9) suggests that 

A. = (2m - I)!! 
I,m 3i'(2i+l)!!'2m+ i 

'I 

( 
2i 2i) I ij = m - i, I j'ij = 2i , 

:1=0 j=1 
(11) 

where C[ Ii, 2i, .,. (20i21] are numerical coefficients which 
depend on the partition of2ibut will be shown to be indepen­
dent of m. These coefficients have already been determined, 
via Egs. (6)-(9), for I = 0,1,2,3. They are presented, along 
with further coefficients, in Table I. 

For a given i and a large enough m, the number of term~ 
inAi,m is equal to the number of partitions of2i into sums of 
positive integers. Since Ij is the number of times that j ap­
pears in the partition, it follows that S = };J~ I ij is the num­
ber of summands in the partition considered. The maximum 
number of summands, obtained by writing 2i = 1 + 1 
+ ... + 1 (i.e., i l = 2i; ij = O,j> 1) is Sm = 2i. The power 

of V in a term corresponding to a partition into S summands 
IS 

1346 

2i 
io = m - i-I ij = m - i - S . 

j= I 
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I 
Therefore, the minimum value of m for which all possible 
partitions of2i appear in Ai,m is m = i + Sm = 3i. 

For i = 0 the minimal value of m is zero. However, for 
i> 0 the minimal value of Sis 1, corresponding to Ij = 0, 
i <J < 2i; i2i = 1. Therefore, the minimal value of m, corre­
sponding to io = 0, is i + 1. For i + 1 <m < 3i only partitions 
into at most m - i summands are allowed. 

III. THE GENERAL RECURRENCE RELATION FOR THE 
COEFFICIENTS 

Having written Ai,m in Eg. (11), we shall now derive 
general recurrence relations for the coefficients 
C[ Ii, 2i, .. , (20 i2'] which will enable us to show that these 
coefficients are indeed independent of m. The recurrence 
relations for the coefficients are obtained by substituting Eg. 
( 11) in Eq. (5) and comparing coefficients. A typical term 
appearing in Eg. (5) after substitution of ( 11) is 

n 

g = II Vi(j) , 
j=O 

where 
n 

I ij =m -1, 
j=O 

n 

I Iij = 2i + 3, n<2i + 3. 
j=1 

To obtain the coefficient of gin Eq, (5) we note that it 
appears in the following ways. 

A. From A'+1,m+1,x 

Hereg can only arise upon differentiation of terms of the 
form h = gV(k) /V(k + I) which, being of degree m - i and 
order 2 U + 1), are contained in Ai + I,m + I . Such a term is 
only present if g contains V(k + I) (i.e., i k + I > 0). Upon dif­
ferentiation it will generate many other terms in addition to 
g, but all these other terms are not relevant. The coefficient 
of the corresponding contribution to g will be 

a i + l,m + I (h)' Uk + 1) {k + I} . 
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TABLE I. The coefficients for i< 5. 

C[O] C[8] 81 C[IO] 243 C[2232] 2183517/5 
C[1,7] 324 C[1,9] 1215 C[14,6] 101331 

C[2] 3 C[2,6] 891 C[2,8] 4131 C[1 3,2,5] 1223262/5 
C[12] 3 C[3,5] 1539 C[3,7] 9234 C[ 13,3,4] 370332 

CW] 1863 C[4,6] 14823 C[ 12,22,4] 2539593/5 
C[4] 9 C[12,6] 1215 C[52] 17253 C[ 12,2Y] = 3192 777/5 
C[1,3] 18 C[1,2,5] 2916 C[ 12,8] 5751 C[ 1,23,3] 4386879/5 
C[22] 27 C[ 1,3,4] 4374 C[1,2,7] 17658 C[2s] 1209411 
C[12,2] 33 C[22,4] 6075 C[I,3,6] 176904/5 C[1s,5] 363285 
C[14] 45 C[2Y] 7533 C[1,4,5] 248427/5 C[ 1.,2,4] 754515 

C[ 13,5] 4131 C[22,6] 243081/5 C[14y] 949887 
C[6] 27 C[ 12,2,4] 42687/5 C[2,3,5] 85293 C[ 13,22,3] 6518718/5 
C[1,5] 81 C[12y] 53379/5 C[2,42] 514593/5 C[ 12,24] 8960139/5 
C[2,4] 171 C[IY,3] 73548/5 C[32,4] 643059/5 C[ 16,4] 1136025 
C[32] 207 C[24] = 102 141/5 C[ 1"7] 25272 C[1s,2,3] 1964655 
C[12,4] 225 C[ 1.,4] = 12393 C[l2,2,6] 346923/5 C[ 14,23

] = 13495 977/5 
C[ 1,2,3] 387 C[ 13,2,3] = 106677/5 C[ 12,3,5] 610 983/5 C[17,3] 2993760 
C[23

] 549 C[12,23] = 146853/5 C[12,42] 147 177 C[ 16 ,22] 4113 747 
C[ 13,3] 540 C[l s,3] = 31590 C[ 1,22,5] 837621/5 C[1",2] 6330555 
C[l2,22] 747 C[14y] = 216999 C[ 1,2,3,4] = 1265949/5 C[ 110

] 9823275 
C[ 14,2] = 1071 C[1 6,2] 65205 C[ 1,3 3

] = 1588734/5 
C[1 6

] = 1575 C[I"] = 99225 C[23,4] = 1742553/5 

1.j+1<k<I-1 The factor ik + 1 is due to the differentiation of V:kk~ I and 
the factor {k + 1}== 1 - oik + I,D takes care of the require­
ment i k + I > O. Here a i + I,m + I (h) is the coefficient of h in 
Ai + I,m + I' which, according to Eq. (11), can be written in 
the form 

6'(ij + 1)(ik + 1) (it + 1){j+ l} 

X{k+ 1}{/+ l}'ai,m, (h III) . 

a i + I,m+ I (h) 2.j+1=k<I-1 

= (2m+l)!! C[h] (II (((h)!))-I 
3i+I'(2i+3)!!'2m+i+2 j J 

In this case hili reduces to g'V(j) V(/)/(V(j+2) 
X Vu + I) ) and the coefficient of g in the third derivative is 

B. From A'+1,m,x . V 

Here g/ V is obtained (among other terms) upon differ­
entiation of each one of the functions h' = (g/V)' (V(k) / 
V(k+ 1»' k = O,I, ... ,n - 1. Since all these functions are 
contained inAi + I,m' each one of them contributes the quan­
tity 

ai+l,m(h')'(ik + l-ok,o){k+ l} 

to the coefficient of gin Eq. (5). 

C. From { A'+1,m . V(1) 

The term in Ai + I,m contributing to g will be h 1/ = g/ 
V( I) , with the coefficient 

!'ai + I,m .{l}. 

As indicated by the last factor, there is a contribution only if 
g contains V( I) , i.e., i 1 > O. 

D. From lA"m,xxx 

The general form of terms in Ai,m which contribute tog 
upon triple differentiation is 

h 1/, =g' (V(j) V(k) V(/)/V(j+ I) V(k+ 1) Vu+ 1»' 

O<j<k<l<n - 1 . 

The coefficient of g in the third derivative of h III is specified 
for each one of the following cases. 
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3(ij + 1 )(2ij+ I + 1) (it + 1){j + 2}{1 + l}ai,m (h III) . 

3.j=k<I-1 

Since h III = g' vt) VU) /( vt+ I) Vu + I) ) we obtain 

3'(lj +2)(ij + 1) (it + 1){{j+ I}} {I + l}ai,m (hili), 

where 

4. j+1 <k=I-1 

3(ij + l)(ik + 1)(2ik+ I + 1){j + l}{k + 2} ai,m (h III). 

5.j+1<k=1 

3(ij + 1) (it + 2) (it + 1){j + l} {{I + l}}ai,m (h III) . 

6.j+1=k=I-1 

Here h III = g' V( j) / V( j + 3) and the coefficient of g is 

(ij + 1) [6ij + I 'ij+2 + 3(ij+ 1+ ij+2) + 1] 

X {j + 3}ai,m (h III) . 
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7.j+1=k=1 

3(ij + 1)(ij+1 + 1)2·{{j+2}}·a;,m(h"'). 

8.j=k=I-1 

3(ij + 1) (ij + 2)ij + I {j + l}{j + 2}a;,m (h "') . 

9.j=k=1 

(ij + 3) (ij + 2) Uj + l){{ {j + I} }}a;,m (h "') . 

Using these results it is a straightforward, though te­
dious, task to equate the coefficients of any term g in the 
recurrence relation, Eq. (5). 

The resulting equation is 

[(
m + J...) ·C [g( V) VCK ) ] + (i + 5 _ m)'C [g( V). VCK ) ]] _ J... _~',,--I -'C [g(V)] 

2 VCK + I) V'VCK + I ) 26(21+3) V(I) 

+ni
3 

nil 3ij+l i l+IUI+I- 1).c[g(V)' V(j)V!/) ] 
j=01=j+2 V(j+I)V U+ I) 

+ nilij+luj+I- 1)(ij+1- 2).c[g(V)' ~L) ] 
}=o V (j+ I) 

n ~ 4 n ~ I. • • [ V(j) VU) ] 
+ I I 31j+ 2 (21j+ 1 + 1 )11 + I • C g( V) ----'-::..:.....-....:....:...-

j=01=j+3 V(j+2)VU + I ) 

+ni4 ni
2 

3ij+l iK+2(2iK+ I +l)'C[g(V) V(j)VCK) ] 
j=O K=j+2 V(j+ I) VCK + 2) 

+ ;t: 3ij+ 2 Uj + 2 - 1) (ij + I + 1)' C [g( V) . 
V(j) V(j+ I) ] 

VL+2) 

In Appendix B we use Eq. (12) to show the m independence 
of the coefficients C[ ... ]. Using this result the left-hand side 
of Eq. (12) obtains theform 

IV. RESULTS 

(12) 

nil ik+ 1 (i+ 5+J...)C[ gVCk ) ] 
k=O 6(2i + 3) 2 VCk+ I) 

The general expression for A;,m which we now write in 
the form 

1 i l C [-L] 
2 6 (2i + 3) V(I ) , 

(12') 

the right-hand side remaining the same as in Eq. (12). 
The number of distinct terms appearing in the recur­

rence relation is larger than the number of terms in 
A;+ I,m + I' because upon differentiation ofa typical term of 
the latter several contributions to the former appear. More 
precisely, the number of terms inA; + I, m + I is the number of 
partitions of 2 (i + 1), whereas the number of terms in the 
recurrence relation is the number of partitions of 2i + 3. 
Thus the set oflinear equations obtained upon equating coef­
ficients in the recurrence relation is redundant. It is shown in 
Appendix A that one way of obtaining a nonredundant set of 
equations consists of considering only those terms in which 
the highest derivative appears linearly, i.e., 
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where{i} = 1 - 0;0 involves a set of coefficients which have 
been shown in Appendix B to be independent of m. These 
coefficients satisfy the recurrence relation, Eq. (12'), which 
was used to obtain the coefficients appearing in Table I. The 
recurrence relation was further used to derive closed form 
expressions for certain types of coefficients, which are pre-
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TABLE II. The coefficients for certain sets of terms. 

5 = I [2i] = 3' 

5=2 [1,2i-I]=3"i 
[2,2i-2] =3'-1 (2P+ I) 
[3,2i - 3] = 3'-1 (p - P/2 + i/2 -I) 
[4,2i -4] = (3'-1 /5)(2i4 - 3i3 + 2P - 3i + 5) 

5=3 [12,2i-2] =3'-1 (3P-i+ I) 
[1,2,2i - 3] = 3'-1 (2P - 3P/2 + 3i/2 - 2) 
[1,3,2i -4] = (3'-1 /1O)(lOi4 -17P + 13P -22i +28) 
[22,2i -4] = (3'-2 /5)(20i 4 - 32i' + 28P - 52i + 63) 

5=4 [1 3,2i - 3] = 3i(i3 -p + i-I) 
[1 2,2,2i - 4] = (3'-2 /5)(30i 4 - SSP + 54P - 95i + 99) 

5=5 [14,2i - 4] = 3' - 1 (3i 4 - 6i' + 7 P - 12i + II) 

5= 2i [1 2
'] = (2i+ 1)[(2i-I)!!]2 

sented in Table II. These expressions provide some clues to 
the form of the general expression for an arbitrary coeffi­
cient, but the actual derivation of a closed form general 
expression has not been achieved. 

v. THE GENERAL FORM OF AN ISOSPECTRAL 
TRANSFORMATION 

It was pointed out in Sec. II that the general form of an 
isospectral transformation is 

(13 ) 

where {am, m = a,l, ... } is an arbitrary set of constants. As a 
matter of fact, if the am were arbitrary functions of t the 
above expression would still be a valid isospectral transfor­
mation. 

Let 

F(V)=I (2m-I)!! a . vm 

m 2m m m! 

and note that 

F (V)=JkF ='" (2m-I)!! a . vm-k (14) 
(k) JVk f; 2m m (m - k)! 

To obtain the general expression for an isospectral transfor­
mation characterized by an arbitrary F( V) we substitute 
Eqs. (4) and (11) in Eq. (13) and use Eq. (14) to express 
the sums over m. The resulting equation is 

[ 

( _ 1) i + I . fl2i 
V = - 2 I ~--.-..:.--

, i~O 2i ·3i . (2i + 1)!! 

( 

2i 2i ) 

J~I ij = 5, j~/ij = 2i . 

Comparison of the classical limit of this expression, 
V, = 2Fx = 2F( I) VX with Eq. (1), indicates thatl = 2F( I) • 

In a publication which appeared after the present article 
was submitted for publication, TorrianC presented a conjec-
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ture enabling the combinatorial enumeration of the terms 
appearing in the KdV densities as well as the partial deter­
mination of their numerical coefficients. The relation sug­
gested by these conjectures between the results derived in the 
present article and the representation theory of the symmet­
ric group seem to deserve further attention. 
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APPENDIX A: NONREDUNDANT SET OF EQUATIONS 
FOR THE COEFFICIENTS 

We shall now present a nonredundant set of equations 
for the coefficients appearing in Ai + I,m' The number of coef­
ficients is equal to P2(i + I), the number of partitions of 
2ei + 1), and this will also be the number of equations to be 
presented. These equations will be ordered in such a way that 
each one of them contains one new coefficient, in addition to 
coefficients appearing in preceding equations. 

The set of equations described will be obtained by equat­
ing the coefficient of a particular set of terms in Eq. (5), and 
in a particular order which we now specify. 

Since each term g appearing in Eq. (5) is specified by a 
partition of2i + 3, let us arrange these partitions in "increas­
ing order" as in the following example, corresponding to 
2i + 3 = 5: 

5=1 (5) 

5=2 (1) (4) 

(2) (3) 

5=3 (1) (1) (3) 

(1) (2) (2) 

5=4 (1) (1) (1) (2) 

5=5 (1) (1) (1) (1) (1) 

This ordering can either be specified as increasing in 5 and 
arranged dictionarywise for each 5, or, if the partition is read 
as a number (in the basis 2i + 4), the ordering is according 
to increasing numerical value (5 < 14 < 23 < 113 < ... etc.). 
The same ordering was used in Ref. 6. 

Let us first consider the relation obtained by equating 
the coefficients of 

V m-i-!;v i, vin-I V g = (1) .. • (n - 1) (n) (AI) 

in Eq. (5). One of the terms in Ai + I,m + I which contribute 
to g upon differentiation is 

II (n - 1) = vm- i-!;V\'I) ... v~nn-~ ~ I =g' V(n -I) IV(n) . 

The other terms obtained by differentiation Of/I (n - 1) are 
of the form 

-_ vm-i-!;"'ViJ-IViJ+I • .. vin-I+ I 
g - (j) (j - I) (n - I) • 

Since g precedes all possible g in the ordering specified 
above, it is obvious that/l (n - 1) could not have contribut-
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ed to anyone of the linear equations corresponding to the 
coefficients of terms preceding g in the above ordering. Oth­
er terms in A i + I.m + I contributing to g upon differentiation, 
such as 

j(k) V m-i-sVi Vik+IVik+I-1 V 
I = ('I)'" (k) (k+I)'" (n) 

also generate additional terms which precede g, which 
means that the coefficient off. (k) has already appeared in a 
preceding equation. Since Eq. (5) is a two-dimensional re­
currence relation we have to assume that when we attempt to 
determineA i + I.m + I all the terms in the rhs, i.e., Ai + I,m and 
Ai,m, are already available. Hence, the only new coefficient 
appearing is C[g' V(n_l) IV(n)]' For a given 1<n<2i + 3 
the numberofdifferentg's of the form (AI) is the number of 
partitions of 2i + 3 - n into integers not larger than n - 1, 
Pn _ I (2i + 3 - n). In view of the identity 
2i+ 3 

I P n - I (2i + 3 - n) 
n=2 

2i+ 2 

= I Pn* (2i + 2 - n*) = p(2i + 2) 
n* = 1 

it is obvious that the number of equations generated by all g 
of the form (AI) is equal to the number of coefficients in 
Ai + I,m + I . Since each one of these equations, if ordered as 
specified above, contains one new coefficient, together they 
determine all p (2i + 2) coefficients in Ai + I,m + I . 

APPENDIX B: m INDEPENDENCE OF THE 
COEFFICIENTS 

To demonstrate the fact that the coefficients are not m 
dependent, we start from the recurrence relation, Eq. (12), 
which we write in the form 

nil ik+I'm [ [gV(k)] [ g'Vk ]] 
k=O 6(2i+3) C V(k+l) -C (VV(k+I») 

+ nil ik+ 1 [~c[ g'V(k) ] 
k=O 6(2i + 3) 2 V(k+ I) 

+U+5')C[ g'V(k) ]] 
(V, V(k+ I») 

- ~ 6 (2/ ~ 3) C [ V~I J = .... 
(Bl) 

All the terms not explicitly written down are neither explicit-
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ly m dependent nor containing coefficients corresponding to 
partitions of 2 U + 1). 

It was shown in Appendix A that each equation intro­
duces one new coefficient. Since for i = 0,1 the coefficients 
were explicitly shown to be m independent, we can invoke 
the following inductive argument to establish the m indepen­
dence of all coefficients, Assuming that all coefficients pre­
ceding the last one are m independent we have in particular 

C [gV(k)IV(k+ I)] 

= C [g. V(k) I( V· V(k + I»]' k < n - 1 . 

Thus, the only remaining m dependence is in 

[in' m16(2i + 3)] [C [g. V(n _ 1) IV(n) ] 

- C [g. V(n _ 1) I ( V· V(n) )] ] 

+ [in I6 (2i+3)] UC[gV(n_l)IV(n)] 

+ U+5')C[g'V(n_I)/(VV(n»]] = "'=/1, (B2) 

The lowest value of m for which C[gV(n _ I) IV(n) ] can ap­
pear is m=i+5', For this value of m C[gV(n-I)1 
(V' V(n) ) 1 cannot appear so that Eq. (B2) results in 

C [g. V( n _ I) I V( n) ] = W 6 (2i + 3) lin . (i + 5' + !) . 
Assuming that up to some m* C[ V m* 'g' V(n _ I) IV(n) ] 
= C[gV(n _ I) IV(n)] we show that the same applies to 
C[ vm* + I.g . V(n _ I) IV(n) ], Note that the latter corre­
sponds to m = i + 5' + m* + 1, so that from (B2) 

C [V m*+ I.g , V(n_l)IV(n)] 

= (11' [6(2i + 3)lin ] + (m* + 1) 

'C [vm* 'g' V(n _ I) IV(n) ] )/(m +!) 
= W 6(2i + 3)lin (i + 5' +!) = C [gV(n _ I) IV(n) ] . 

This concludes the proof of the m independence of the coeffi­
cients. 
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The Dirac equation in a spherically symmetric screened Coulomb potential is transformed to a 
modified Schrodinger equation of the form d 2uI dr + k 2 (r) u = 0. This transformation is 
induced by expressing the Dirac function as a linear combination of the function u and its 
derivative dul dr. Various properties of the transformation and of the resulting equations are 
studied. The close similarity between the modified Schrodinger equation and the Schrodinger 
equation suggests that methods applied to the Schrodinger equation to derive nonrelativistic 
relations can be applied to the modified Schrodinger equation to derive the analogous 
relativistic relations. As an example, this approach is applied to the single channel quantum 
defect theory to give a new derivation of its relativistic form. 

I. INTRODUCTION 

Our objective in this paper is to develop a Schrodinger­
equation-like formalism for the Dirac equation in a screened 
Coulomb potential permitting relativistic calculations utiliz­
ing procedures previously developed for the nonrelativistic 
case. In various atomic processes, such as photoionization, 
Compton scattering, or bremsstrahlung in an ionic field, the 
potential seen by the free electron at large distances from the 
ion is a point Coulomb potential, corresponding to the ionic 
charge Zion' Closer to the ion, when the free electron is pene­
trating the charge distribution of the bound electrons, bound 
electron screening of the nuclear charge is no longer com­
plete and the potential is no longer of the point Coulomb 
type; in addition exchange and correlation effects also affect 
the free electron. Following the terminology of the R-matrix 
method I we thus divide the space around the ion into two 
regions: the external region, where the potential is point 
Coulomb, and the internal, non-Coulomb region. (Of course 
at the center of the internal region is another Coulombic 
region, but now characterized by the nuclear charge Z rather 
than the ionic charge Zion') Several theoretical models have 
been applied in order to calculate a local atomic potential in 
the internal region. The most commonly used are the Har­
tree-Fock-Slater2 potential in the nonrelativistic case and 
the Dirac-Fock-Slater3 potential in the relativistic case. 
Other methods (local-density approximation,4 random 
phase approximation,S and Fock approximation6

), which 
may go beyond a local potential description for the interior, 
are used as well. 

Except for very special cases, there is no analytic solu­
tion to the Dirac equation for a screened central potential in 
the internal region, and numerical methods must be applied. 
On the other hand, in the external region (referred to hereaf­
ter also as the tail region) the solutions are well known.7 The 
complete solution to the Dirac equation, describing both in­
ternal and external regions, may be obtained by matching 
numerically integrated functions in the internal region to an 
appropriate linear combination of the regular and irregular 
solutions in the point Coulomb potential. With this match­
ing, carried out at some point in the tail region, one is able to 

normalize the continuum wave function, and to calculate the 
phase shift caused by the presence of the potential in the 
interior region. 

The analytic solution of the Dirac equation in the point 
Coulomb potential may be expressed in terms of confluent 
hypergeometric functions. These functions appear also in 
the Coulomb functions which provide the solution of the 
Schrodinger equation in the point Coulomb potential, and it 
turns out that the Dirac functions in the point Coulomb po­
tential are given as linear combinations of such functions and 
their derivatives, albeit for modified arguments. Utilizing 
this linear combination of solutions, the Dirac equation is 
transformed into a modified Schrodinger equationS in the 
Coulomb potential, which we may call a modified Coulomb 
equation. 

The question now arises as to whether there exists a 
similar transformation for the Dirac equation in a screened 
Coulomb potential, which would result in a modified Schro­
dinger equation of the form d 2u/dr + k 2(r)u = 0, where 
the effective potential k 2 (r) is a function to be determined. It 
turns out that there is such a transformation. The Dirac 
functions can be expressed as a linear combination of the 
function u and its derivative, where u is a solution of the 
modified Schrodinger equation. 

The close similarity between the modified Schrodinger 
equation and the Schrodinger equation suggests that various 
relativistic quantities can be obtained with the same methods 
used to obtain the corresponding nonrelativistic quantities. 
This approach is applied here to the quantum defect theory, 
and application of the formalism to a relativistic WKB ap­
proximation is in progress.9 We expect that other features 
and consequences of the Dirac equation can be obtained by 
applying nonrelativistic methods to the modified Schro­
dinger equation. 

In Sec. II we will begin by reviewing the Dirac equation 
for the point Coulomb potential and how it may be written in 
terms of a modified Schrodinger equation (modified Cou­
lomb equation). In Sec. III we demonstrate that the Dirac 
equation in a screened Coulomb potential may also be writ­
ten in terms of a modified Schrodinger equation. In Sec. IV, 
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as an application of this formalism, we rederive the relativis­
tic quantum defect theory relations. 

II. THE DIRAC EQUATION FOR THE POINT COULOMB 
POTENTIAL 

A. The Dirac equation 

The Dirac equation for an electron moving in a spheri­
cally symmetric potential VCr) is 

H¢ = (ca'p + /3mc2 + V)¢ = E¢. (2.1) 

We choose the usual representation in which 

(2.2) 

I is the 2 X 2 unit matrix and (J" are the usual 2 X 2 Pauli 
matrices. Here E = mc2 + T is the total energy of the elec­
tron, Tbeing the energy relative to the rest mass. 

The eigenfunction ¢ is a four-rank spinor which can be 
written as 

(2.3 ) 

where K is a quantum number which combines angular mo­
mentumj and parity I, 

K = + (j + P as j = I ± !. (2.4 ) 

The spherical spin orbit spin or of rank 2 is given by 

OKm = l: (l~m -sslim)Y,.m_sXs; (2.5) 
s= ± 1/2 2 

(/! m - s slim) are the Clebsch-Gordan coefficients, 
Y1•m _ s are the spherical harmonics, and the spinors X S are 
defined by 

(2.6) 

With this form for the eigenfunction, the Dirac equation 
reduces to 

(2.7a) 

-=-1+ --+ U g, dl K (1-€ ) 
dr r Ac 

(2.7b) 

where Ac = fzlmc is the Compton wavelength, € = E I 
mc2 = 1 + T Imc2, and U = V Ifzc. 

B. The modified Coulomb equation 

When the potential is given by V = 
equation (2.7) takes the form 

dg = ~ g + (1 + € + ~)f, 
dr r Ac r 

dl = ~ 1 + ( 1 - € _ ~)g, 
dr r Ac r 

- Ze2lr, the Dirac 

(2.8a) 

(2.8b) 

ten in terms of solutions of the Schr6dinger equation in the 
same potential, but with modified parameters. Here we will 
deduce a form for this connection by only considering 
boundary conditions, to prepare for a generalization of the 
connection to other potentials. When the energy Tis positive 
(€ > 1), the regular solution of (2.8) has the following prop­
erties. 

(i) As r--+O we have 

(2.9) 

Here r = (K2 - a2) 1/2 and N is a constant which depends on 
the normalization of the continuum solution of the Dirac 
equation at large distances. 

(ii) As r--+ 00 we have 

g-A sin(pr - !hr + Oc + n InI2prl), 

I-AQ cos(pr - !hr + Oc + n InI2pr l), 

where 

(2.10) 

Oc = - arg r<r + i7]) + (l + 1 - r)(17"/2) + S, (2.11a) 

and 

p = (11 Ac )(€2 - 1) 112, 7] = ad(€2 _ 1) 1/2, 

Q=(€-I)/(€+ 1))1/2, tanS=aQI(K-r). 
(2.11b) 

The constant A in (2.10), like N in (2.9), is determined by 
the normalization of the continuum wave functions. When 
the normalization is on the energy scale, i.e., 

L" dr[g(r,E)g(r,E') +/(r,E)/(r,E')] =o(E-E'), 

(2.12 ) 

we have 

A = [(mc2·1TAc·Q)1/2]-I, 

N=A'[jr(r+i7])letr77/2/r(2r+ 1)] 

X (2pAc ) Y (r cos S - 7] sin S). 

(2.13a) 

(2.13b) 

The boundary conditions (2.9) and (2.10) for the large 
component functiong are similar to the boundary conditions 
of the regular Coulomb function U c ' which provide the con­
tinuum solution to the Schr6dinger equation in the point 
Coulomb potential, but corresponding to a noninteger angu­
lar momentum parameter r - 1. Namely, 

(2.14 ) 
Uc a: sin(pr-!/1T+O"c +7]ln(12prl), 

r_ 00 

where 

O"c = -argr<r+ i7]) + (/+ l-r)(1T12) =oc -S· 
(2.15 ) 

The combination Vc = (1lp)(u; - (rlr)uc) behaves like rY 

near the origin and like 

cos(pr - !I1T + O"C + 7] Inl2prl) 

as r--+ 00. Thus the boundary conditions suggest the follow­
ing form for the functions g and! 

where a = [(Ze2 )/(fzc)] = Za, a being the fine structure g = cos S·u + sin S· (lip) ·(u' - (rlr)u), (2.16a) 

constant. 
The solutions of (2.8) are well known?; they can be writ- 1 = Q [ - sin S·u + cos S· (lip) ·(u' - (rlr)u)]. (2.16b) 
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Indeed, on substituting (2.16) in the Dirac equations we 
find that both equations, (2.8a) and (2.8b), reduce to the 
same modified Schr6dinger equation in the point Coulomb 
potential, 

(2.17) 

which we shall call the modified Coulomb equation. The co­
efficients of the first derivative du/ dr in (2.17) vanish, 

- (K - r)tan 5 + aQ = 0, (2.18 ) 
- (K+r)/(tan5) +aIQ=O, 

since r = (,r - a2
) 1/2 and tan 5 = aQ /(K - r), according 

to our previous definitions. 
However, if we tried to solve (2.18) to determine rand 

5, we would find a second solution which also leads to 
the modified Coulomb equation (2.17), namely 
r = - (K2 - a2

) 1/2. The regular solution of (2.17) in this 
case behaves near the origin like rl - Y and the phase ac 

would be obtained by replacing r with 1 - r in Eq. (2.15). 
Either solution leads to the same solution of the Dirac equa­
tion. 

It follows then that rand 5, which we have related ini­
tially to the properties of the Dirac functions, may alternate­
ly be considered as free parameters, to be determined by the 
requirements that (a) g and/given by (2.16) solve the Dirac 
equation (2.8) and (b) u is a solution of the modified Cou­
lomb equation (2.17). 

The arguments which led us to the form (2.16) for the 
Dirac wave functions were based on the boundary condition 
of the regular continuum functions. However, since we have 
shown that the Dirac equation (2.8) is equivalent to the 
modified Coulomb equation (2.17) when g and / have the 
form (2.16), it follows that this relation is not restricted to 
the regular continuum case. Thus, when u is an irregular 
solution of the modified Coulomb equation, we get from 
(2.16) an irregular solution of the Dirac equation. The rela­
tion also holds for the negative energy (£ < 1) case. In this 
situation the momentum p and the functions 1/, Q, and sin 5 
become purely imaginary. Equations (2.16) remain, how­
ever, real, and so does the modified Coulomb equation 
(2.17) . 

C. The non relativistic limit 

The choice of the appropriate signofrin Eq. (2.16) will 
now be made by considering the behavior of the modified 
Coulomb equation (2.17) in the nonrelativistic limit. This 
limit is obtained by letting the speed oflight tend to infinity. 
Thus we get 

P ..... ~2mT/h, a/Ac ..... Znuce2/h2, Irl ..... 14 (2.19) 

The modified Coulomb equation reduces to the Schr6dinger 
equation for the point Coulomb potential, 

d
2u + (2mT + 2m.Znuc

e2 
_ L(L+ 1»)u=o, (2.20) 

d? fz2 fz2 r ? 
where 
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(2.21 ) 

We require that in the nonrelativistic limit, the solution of 
(2.20) coincides (up to a sign) with the large component 
function g. Therefore L(L + 1) = K(K + 1) and 
sgn(r) = - sgn(K).lO 

With this choice of the sign r we get in the nonrelativis­
tic limit 

1 fz d g=sgn(K)'u, /= __ r-K_(~'g). 
c 2m dr 

(2.22) 

(Note that other conventions are often used; for example in 
Rose7 the sgn K factor is omitted.) 

D. Free particle case 

The Dirac equation for a free particle in spherical co­
ordinates is given by Eq. (2.8) with a = O. The expressions 
we have derived are valid for this case, for which we have 

r = - K, 1/ = 0, tan 5 = 0, (2.23 ) 

and the modified Coulomb equation reduces to the Bessel 
equation 

d 2U (2 _ K(K + 1») _ 0 
d? + p ? u - . 

The solution of (2.24), regular at the origin, is 

u = Aryl (pr), 

(2.24) 

(2.25) 

where A is a constant of normalization. The corresponding 
Dirac functions are obtained from Eq. (2.16), 

g = u = Aryl (pr), (2.26) 

/= (Q/p)(u' + (Klr)u) = (K/IKi)AQrh(pr), 

where 7 = 1- K/14 The solution of the Dirac equation 
which is irregular at the origin is obtained by replacing in Eq. 
(2.26) the Bessel functionsjl andh with the Neumann func­
tions n l and n7, respectively. 

III. SCREENED COULOMB POTENTIAL AND THE 
MODIFIED SCHRODINGER EQUATION 

We consider now the case of an electron in a screened 
Coulomb potential. We assume that the potential is of the 
form 

U(r) = - (ao!r)s(r), (3.1 ) 

whereao = aZnuc ands(r) is a smooth and monotomic func­
tion such that 

s(r) = {
I, 

s" 

r=O, 

r,>rt · 
(3.2) 

The tail radius rt is the position at which screening has its full 
effect. Beyond this point the potential is point Coulomb 
(St > 0) or it vanishes (s, = 0), 

U(r) = - a,lr, r,>r" (3.3) 

where at = ao·s,. 

A. The modified SchrOdinger equation 

We look for a solution of the Dirac equation of the form 
(2.16) in the screened potential, with u again the solution of 

I. B. Goldberg and R. H. Pratt 1353 



                                                                                                                                    

a Schrodinger-like equation. Since the effective charge seen 
by the electron is now position dependent, we now must al­
low sand y to be also position dependent. Thus we now have 
three functions u, y, s; we shall use our freedom in the choice 
ofy and S to obtain a convenient result for u. (Other choices 
might also be useful. ) 

When we substitute Eqs. (2.16) in the Dirac equation, 
we find that the function u must satisfy two (second-order) 
differential equations, resulting from the two equations 
(2.7a) and (2.7b). It turns out that these two equations for u 
are the same if we require that the coefficients of the first 
derivative dul dr vanish. Thus we get two equations connect­
ing the "rotation angle" S and the "angular momentum pa­
rameter" y with the screening function s(r) 

r ds = - (K - y(r»)tan s(r) + aoS(r)Q, 
dr 

ds K + y(r) aoS(r) 
r-= - +---. 

dr tan s(r) Q 

( 3.4a) 

(3.4b) 

When these equations are satisfied, u is a solution of the 
equation 

d
2
u (2 2aot () y(r)[y(r) -1]) ° --+p+--wr- U=, dr Acr r 

(3.5 ) 

where 

Ac [ dy w(r) =-- --
2aot dr 

+p(K+y(r) + (K-y(r»)tans(r»)). (3.6) 
tan s(r) 

Equation (3.5) will be referred to as the modified Schro­
dinger equation. It should be emphasized that Eqs. (3.4) 
are energy dependent through the parameter 

Q=,j(t-l)/(t+ 1). Therefore, both tans(r) and y(r) 
are energy dependent and so is the effective screening func­
tion w(r). However, as we will show below, we can obtain 
both sand y by solving for one energy-independent function. 

Before solving the modified Schrodinger equation (3.5) 
we have to solve Eqs. (3.4), which are the generalization of 
Eqs. (2.18) for the case of a screened Coulomb potential. We 
eliminate y(r) between (3.4a) and (3.4b) and get 

d tans aoS 2 
r-- = - tan S - 2K tan S + aoSQ, (3.7a) 

dr Q 

y = {K(tan2 S - 1) + aoS(1 - Q 2)(tan S IQ)} 

X {tan2 S + I}-l. (3.7b) 

There are two "natural" initial values for the solution of 
Eqs. (3.7), which correspond to the values of Sand y in a 
point Coulomb potential of an appropriate nuclear charge, 
which depends on the point r init at which the integration of 
Eq. (3.7a) is started. Namely, 

Yo = - sgn(K)~K2 - a6, 
r init = 0, ( 3.8a) 

tan So = aoQ I(K - Yo), 

and 
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y, = - sgn(K)~~ - a;, 
(3.8b) 

tan S, = a,Q I(K - y,), 

We will choose that initial value for which the solution of 
Eqs. (3.7) is smooth and well behaved, as will be discussed in 
the next section. 

B. The subsidiary equation 

We transform nowEq. (3.7a) to an energy-independent 
form. We define the subsidiary function 

e(r) = [tanS(r)]lQ, 

and we get 

de 
r- = aoSe 2 - 2Ke + aoS. 

dr 

( 3.9) 

(3.10) 

Equation (3.10), which will be referred to as the subsidiary 
equation, is energy independent, and so are the natural Cou­
lombic initial values which correspond to Eqs. (3.8) 

( 3.11a) 

(3.11b) 

It follows, then, that when one of these initial values is cho­
sen, e(r) is energy independent everywhere. This property 
of e(r) makes the numerical solution of the modified Schro­
dinger equation (3.5) more tractable than would have ap­
peared from Eqs. (3.4). 

The question now arises as to whether there is a solution 
e(r) which varies smoothly between these two initial values 
as r moves from the origin to the tail region or vice versa. 
Such a solution, if it exists, has a Coulombic feature in the 
two regions where the potential is point Coulombic. It is 
usually impossible for a solution of a first-order differential 
equation to satisfy two boundary conditions. However, the 
solution e(r) of the subsidiary equation (3.10) has the prop­
erty that its limiting values as r-O and r- 00 are indepen­
dent of the initial values (see Secs. 1 and 2 in the Appendix). 
In particular we have 

lim e(r) = eo, for K<O, rinit >0, 
r-O 

lim e(r) = e" for K>O, rinit < 00. 
r- 00 

Therefore, when K < ° we start the integration at rini , = r, 
with the initial value e, and integrate inward. The solution 
e(r) is a monotonically increasing function (see Appendix 
C) satisfying the two boundary values (3.11). When K> ° 
we start the integration at rinit = ° with the initial value eo 
and integrate outward. The solution e(r) in this case is a 
monotonically decreasing function which approaches e, as r 
tends to infinity (see Appendix D). At r = r

" 
however, we 

have (for K> 0) e(r,) > e, and the boundary condition at 
this point is not satisfied. As far as the solution of the Dirac 
equation is concerned, this poses no special difficulty, as we 
shall see later. 
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C. Some properties of the modified SchrOdinger 
equation and its solution 

With the function OCr) given, we calculate tan 5(r) and 
y(r) by (3.9) and (3.7b), 

tan 5(r) = Q'O(r), 

y(r) = {K[Q 202(r) -1] +aoS(r)(I-Q2)8(r)} 

X{Q 202(r) + l}-I. (3.12) 

Then we integrate the modified Schrodinger equation (3.5) 
to obtain u, and using Eq. (2.16) we obtain the solution g 
andf to the Dirac equation. Let us look at some properties of 
Eq. (3.5) and of its solution u. 

(i) Near the origin (r ..... O). Since 0(0) = 00, we get from 
(3.12) and (3.10) that y(O) = Yo and lim,_o r(dy/dr) 
= O. Therefore the dominant term of the modified Schro­

dinger equation near the origin is the centrifugal potential 
Yo(Yo - 1)/r. This assuresrYO(rl 

- YO) behaviorofu near the 
origin for the regular (irregular) solution for K < 0, or for the 
irregular (regular) solution when K> O. This, in turn, as-

I Yol ( - IYol) b h . ti hI' sures r r e aVlor or t e regu ar (Irregular) solu-
tion (2.14) of the Dirac equation. 

(ii) The tail region (r» r, ). When K < 0 we have 
O(r»r,) =0, and by (3.6) and (3.12) we get in this region 

y(r) = y" tan 5(r) = tan 5" w(r) = s, (r»r,). 
(3.13 ) 

Thus the modified Schrodinger equation (3.5) reduces to 
the modified Coulomb equation (2.17) for charge 
Z = Znuc 'S, (ionic potential, s, > 0) or to the Bessel equa­
tion (2.24) (neutral atom potential, s, = 0). 

When K>O the boundary value (3.8b) is not satisfied 
and the modified Schrodinger equation (3.5) does not re­
duce to either Eq. (2.17) or to Eq. (2.24). However, since 
lim,_ 00 OCr) = 0" 5(r) and y(r) approach the Coulombic 
values 5, and y, as r ..... 00. The asymptotic behavior of the 
solution u(r) of Eq. (3.5) is the same as the asymptotic 
behavior of a particular solution u, of the modified Coulomb 
equation (2.17) with y=y, and a=a" as we will now 
show. 

The solution (g,J) of the Dirac equation in the tail re­
gion can be obtained in two ways: (i) by solving the modified 
Schrodinger equation (3.5) and substituting its solution in 
Eqs. (2.16); and (ii) by solving the modified Coulomb equa­
tion (2.17) with y = y, and 5 = 5" and substituting its solu­
tion in Eqs. (2.16). We denote by u,' that particular solution 
of (2.17) for which the two solutions of the Dirac equation 
coincide at r = r, (and therefore for r»r,), 

g, (r) = cos 5, 'U, (r) + sin 5, 'V, (r), 

It (r) = Q [ - sin 5t'ut(r) + cos 5t'vt(r)], 

where v, = (1/p) [u; (r) - (y,/r) u, (r) ]. 
By equating the two solutions we get 

u(r) = cos (5, -5)'u,(r) + sin (5, -5)'v,(r), 

vCr) = - sin(5, - 5)U, (r) + cOS(5, - 5) 'V, (r), 

(3.14 ) 

(3.15 ) 

where vCr) = (l/p)[u'(r) - (y(r)/r)u(r)] and 5 
= arctan[Q·O(r)]. Since 5(r) ..... ,-005, we see that the 

asymptotic behavior of u(r) and its derivative u'(r) is the 
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same as the asymptotic behavior of the Coulomb function 
u, (r) and its derivative u; (r), respectively. 

(iii) The nonrelativistie limit. The boundary values 00 
and 0, [Eq. (3.11)] are given in this limit by 

00'Z (1/e)' (e2Z nuc /2hK) , 0, 'ZOo·s,. 

Therefore from Eq. (3.10) we find that to the lowest orderin 
1/e, OCr) is given by OCr) = (1/e)8(r), where 8(r) does 
not depend on e. On expanding Eqs. (3.6) and (3.12) in 1/ c 
we get 

y(r) 'Z - K + (1/e2) (e2Z nuJIi) 's(r) '8(r), 

(3.16) 

w(r) 'Zs(r), 

and the modified Schrodinger equation reduces to the Schro­
dinger equation for a screened Coulomb potential, 

d
2u + (2mT + 2me

2
Z nuc . s(r) _ l(l + 1))u = 0 

dr fz2 fz2 r r ' 
(3.17) 

and again, g andfare given by (2.22). 

IV. APPLICATION: DERIVATION OF RELATIVISTIC 
QUANTUM DEFECT THEORY 

Here we illustrate the application of these ideas, using as 
our example a rederivation of single channel relativistic 
quantum defect theori 1,12 with the methods of the nonrela­
tivistic derivation. Applying a nonrelativistic derivation 
based on the modified Schrodinger equation (3.5), we ob­
tain the corresponding relativistic theory from Eqs. (2.16). 

It was shown in Sec. III that the asymptotic behavior of 
the solution u ofEq. (3.5) is given by thefunction u,' which 
is a solution of the modified Coulomb equation 

d 2U + (p2 + 2a€ + y( Y - 1»)u = 0, 
dr Acr r 

where 

and 

y= {
y" 
1 - y" 

K<O, 

K>O. 

(4.1 ) 

(4.2a) 

(4.2b) 

We consider the case of an ionic potential (a> 0) and we 
apply Seaton's quantum defect theory l3 to the modified 
Schrodinger equation. We follow the QDT method as close­
ly as possible, bearing in mind that the angular momentum 
parameter is not an integer in our case. 

A. Solutions of the modified Coulomb equation 

We first change the variable rin (4.1) tox = aEr/Ac and 
we obtain the modified Coulomb equation in its dimension­
less form 
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d
2
u +(_J...+~_ y(y-l»)U=O, (4.3) 

dx2 cr X x 2 

where 

u={i1J =iadl7=T, E>l, (4.4) 
v = ad/1=?, E < 1. 

We consider the following solutions to Eq. (4.3) (Ref. 14): 

YI(u,y;x) = [(2x)Ylr(2y)] e-x/aM(y_u, 2y;2xlu) , 

Y2(u,y;x) =YI(U, 1- y; x), (4.5) 

where M(a,/3;Z) is the confluent hypergeometric function 
as defined in Ref. 15. It was shown by Seaton 13 that these 
functions are analytic functions of l! cr and therefore they 
are analytic functions of the energy for E>Eo > 0. Moreover, 
since y is not an integer or half-integer, these functions are 
algebraically independent. 

B. Asymptotic behavior 

From the asymptotic behavior of the confluent hyper­
geometric function l6 we get the following expression for YI: 

{
ex/a ( 2x ) - a y _ uY • -

I x _ oo r(y-u) U 

-x/a (2x)a } e -;,,(y-a) + . - e . 
r(y+u) u 

(4.6) 

( i) Below threshold (E < 1 ). In this case u = v and the 
function grows exponentially as x -+ 00. The function Y I can 
represent a bound state only when the exponentially growing 
part of the function vanishes. This is the case when y - u is a 
nonpositive integer. The conditions for the energy levels are 
therefore 

(n = [K[,[K[ + 1,[K[ + 2, ... ). (4.7) 

This relation is equivalent to the expression for the energy 
levels of hydrogen like atoms in the Dirac theory. 

(ii) Above threshold (E> 1). In this case u = i1J, the 
function remains bounded as x -+ 00, and we have 

(4.8) 
x_ 00 

where 

w=xl1J+1Jln(2xI1J) + (1T12)(l-y) -argr(y+i1J). 
(4.9) 

The asymptotic behavior of Y2 (u, y; x) is obtained from 
Eq. (4.6) by replacing y with 1 - y, 

Y2 _ ul - Y{ ex/a (~) - a 

x_ 00 r(l - y - u) u 

e-
x
/
a 

(2x)a } + r(l _ y + u) --;;- e - i11"(l - y- a) . (4.10) 

(i) Below threshold ( E < 1 ). Here this function also 
grows exponentially as x -+ 00 . Since the function is irregular 
at the origin, bound states of the point Coulomb potential are 
not given by the function Y2 for hydrogenlike atoms. How­
ever, in the case of a screened potential with a Coulomb tail, 
bound states are represented in the exterior region by the 
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linear combination of Y I and Y2 which decays exponentially 
as x -+ 00. Therefore we have to look for the linear combina­
tion of YI and Y2 in which the exponentially growing part 
vanishes. 

Using the relation r(Z) r( I - Z) = 1Tlsin 1TZ, we find 
that the exponentially growing part of YI is given by 
K sin 1T( y - v), where 

( 4.11) 

To describe bound states (for the screened case) in a conven­
ient form, we look for a linear combination of YI and Y2 in 
which the exponentially growing part is given by 
- K cos 1T( y - v). The coefficients of the linear combina­

tion are given by 

KI = - cot 21TY, 

K 2 = -vY- I[r(1-y+v)/r(y+v)]'(sin21Ty)-I, 
(4.12 ) 

and we get 

Yo=KIYI +K2 Y2= -KCOS1T(Y-V) 

- vY. [e - x/v Ir( y + v)] (2xlv)V[cot 21Tye - i11"(Y- v) 

+ (sin 21Ty)-le -i11"(l-y-v)]. (4.13) 

The coefficient K2 in Eq. (4.12) can be analytically contin­
ued to energies above threshold 17 

K 2(E> 1) = _crY-1r(l-y+u) '---
r( y + u) sin 21TY 

= _1J2Y - 11 r(1 - y + i1J) 1 I (4.14) 
r(y+i1J) sin21TY' 

Therefore the function Yo defined in Eq. (4.13) is an analytic 
function of the energy near the threshold. 

(ii) Above threshold (E> 1). Here we have 

(4.15 ) 
x- 00 

where 

w = xl1J + 7J In (2x/rJ) + 1Ty12 - arg r(1 - y + i1J). 
(4.16 ) 

In the case of a screened potential, we characterize con­
tinuum wave functions by phase shifts. It is thus more con­
venient to have two independent solutions to the modified 
Coulomb equation (4.3); the regular solution behaves as­
ymptotically like sinew) and the irregular solution like 
cos (w ). We define therefore 

LI = - cot(w - w), 

L2 = 7J2Y - 1 1 r (1 - y -: i1J) 1----
r(Y+I1J) sin(w-w) 

( 4.17) 

_ K sin 21TY 
- - 2 sinew _ w) 

and we get 

Yo=LtYl +LzY2 - [21JYe-11",//2/[r(y+i7J)[]cos(w). 
x- 00 

(4.18 ) 

At threshold we have 
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KI (€ = 1) = LI (€ = 1) = - cot 21TY, 
( 4.19) 

C. Quantum defect and phase shift of the solution of the 
modified Schr()dinger equation 

Letu(r) bea solution ofEq. (3.5), regular at the origin. 
Let u, (r) be a solution of Eq. (4.1) such that in the tail 
region (r»r,); for K < 0 we have u, (r) = u(r), and for K > 0 
Eqs. (3. 15) are satisfied. We will use the basis functions 
defined above and we change therefore the variable r to 
x = aEr/Ac ' 

y(x) = u(r), y, (x) = u, (r). 

(i) Below threshold (€ < 1). We writey, (x) as 

y,(x) = c(cos 1TWYI(X) +sin1TWYo(x»), 

( 4.20) 

(4.21 ) 

where c is a constant and /-l is an analytic function of the 
energy. 18 

For the functiony(x) to remain bounded, so that corre­
sponding Dirac functionsg andfrepresent a bound state, the 
exponentially growing part ofy, (x) must vanish. This con­
dition is satisfied when sin 1T( y - v - /-l) = 0, or 

y- VeE) -/-l(€) = IKI- n = integer, (4.22) 

from which the eigenvalue €n.kis obtained. We write Eq. 
(4.22) asv = y - Ik 1+ (n - /-l) and compare it with (4.7). 
It follows that /-l (€ n,k) is the quantum defect caused by the 
non-Coulomb part of the modified Schrodinger equation 
(3.5). 

(ii) Above threshold (€> 1). We writey, (x) as 

y,(x) =c(cos8'Yl(x) +sin8'Yo(x») 

- c[21]l'e -1T'1
/2/1I'( y + i1]) I ]sin(w + 8). 

x~'" 

(4.23 ) 

Thus, 8(€) is the phase shift caused by the non-Coulomb 
part ofEq. (3.5). We may also expressy, (x) in the form of 
Eq. (4.21) for energies above threshold. Comparing coeffi­
cients of y I and Y2 we get 

cot 8(€) = cot(w - w) - [(sin 21Ty)/sin(w - w)] 

X (cot 1T/-l(€) - cot 21TY). (4.24) 

Near threshold, for 1]> 1, we have 

cot8(€) = (l-cos21Tye- 21T'1)cot1T/-l(€) 

( 4.25) 

and at threshold 

cot 8 (€ = 1) = cot 1T/-l (€ = 1). ( 4.26) 

Equations (4.25) and (4.26) are the quantum defect rela­
tions of the modified Schrodinger equation. As we will see 
below, /-l (€) and 8 (€) are also the quantum defect and phase 
shift of the Dirac functions, and therefore Eqs. (4.24)­
(4.26) are the relativistic quantum defect relations. They are 
identical with the relations obtained by Johnson and 
Cheng. 11 
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D. Quantum defect and phase shift of the Dirac 
functions 

We substitute now an unnormalized regular solution 
u(r) of the modified Schr6dinger equation (3.5) in the ex­
pressions (2.16) and we get an unnormalized regular solu­
tion of the Dirac equation, 

~) = (_ c~ssfn s)u + ~ (Qs~: 5)( u' - ~ u). (4.27) 

where 5 and yare the solution of Eqs. (3.10) and (3.12). 
In the tail region (r»r,) the Dirac functionsg andfare 

the same as the functions defined in Eq. (3.14) in terms of 
the Coulomb function u, (r). The function u, (r) can be ex­
pressed as a linear combination of the basis functions u I (r) 
and uo(r), 

ul(r) =YI(X), uo(r) =Yo(x), (4.28) 

and therefore g andf are linear combinations, with the same 
coefficients, of the two solutions (gIll) and (go/o) obtained 
by substituting uland Uo in Egs. (2.16), respectively. 

(i) Below threshold (€ < 1). From Eq. (4.21) we get 

~) = c· { cos 1T/-l~:) + sin 1T/-l~:) }, r»r,. (4.29) 

When/-l satisfies Eq. (4.22), g andf decay exponentially as 
r-+ 00, and thus represent a bound state. Therefore, the 
quantum defect function /-l(€) defined for the solutions of 
the modified Schr6dinger equation is identical with the 
quantum defect function of the Dirac functions. 

(ii) Above threshold (€> 1). Let (go,fo) be the Dirac 
functions obtained by substituting uo(r) = Yo(x) in Eqs. 
(2.16). Then, from Eq. (4.23) we get 

(4.30) 

The asymptotic behavior of gl andfl is given by (2.10). The 
asymptotic behavior of go andlo is obtained from (4.18), 

go-A cos(pr - ~11T + 8c + 1] In(2pr)), (4.31) 
10- - AQ sin(pr - !l1T + 8c + 1] In(2pr)), 

where the relativistic Coulomb phase shift is given by Eq. 
(2.11a).1t follows from (4.30) that 8(€) is indeed the phase 
shift, with respect to the regular solution of the Dirac equa­
tion in the point Coulomb potential, caused by the non-Cou­
lomb part of the potential. As we already saw, 8(€) is also 
the phase shift, with respect to the Coulomb function u I (r), 

caused by the non-Coulomb part in the modified Schr6-
dinger equation (3.5). 

Thus, Eqs. (4.24)-(4.26), which connect the phase 
shift 8(€) and the quantum defect /-l(€) of the modified 
Schr6dinger equation, are also the desired single channel 
relativistic quantum defect relations. 

v. CONCLUSION 

We have shown that the Dirac equation in a screened 
Coulomb potential can be transformed to a modified Schr6-
dinger equation [Eq. (3.5)] with an effective potential. The 
close similarity between the modified Schrodinger equation 
and the Schrodinger equation suggests that various proper-
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ties of the Dirac equation can be derived from the corre­
sponding properties of the Schrodinger equation. We have 
demonstrated the usefulness of this approach by obtaining 
the relativistic quantum defect relations from the corre­
sponding relations of the modified Schrodinger equation. 
We expect this approach to be useful in obtaining other prop­
erties associated with the Dirac equation. 
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APPENDIX: PROPERTIES OF THE SOLUTION OF THE 
SUBSIDIARY EQUATION (3.10) 

1. Solution near the origin 

We expand OCr) and s(r) in power series, 

(AI) 

s(r) = i: sir = 1 + i: slrl. 
1=0 1= I 

On substituting in Eq. (3.10) and equating coefficients of the 
same order in r we get the following set of equations: 

-2 -
aoO o - 2KOo + aD = 0, (A2a) 

01 =ao[(ci +sl)/(2K+I-2aoOo)), 1= 1,2, ... , (A2b) 

where 
I-I 

CI = I SI _ m - n ·0 m ·0 n • 
m.n =0 

m+n<1 

(A3) 

The point r = 0 is a singular point of the subsidiary equation 
(3.10). The behavior of its solution near the origin depends 
on the sign of the quantity 

S= aoOo -K, 

where 00 is one of the two solutions of Eq. (A2a),19 
00•1 = 00 ; 00•2 = 1100 [see (3.11a) J. When S> 0, the point 

(r = 0,0= 00 ) is anodal point, and all the curves OCr) reach 
the point 00 as r-+O. On the other hand, whenS < 0, the point 
(r = 0, 0 = 00 ) is a saddle point, and apart from two lines 
(the principal lines ), no other curve O( r) reaches the point 
00 , For the solution 00 = 00 , which corresponds to the initial 
value (3.11a), we have 

sgn(S) = - sgn(k), 

and therefore (0,00 ) is a nodal point for K < 0 and a saddle 
point for K> O. On the other hand, the point (0, 1100 ) is a 
saddle point for K < 0 and a nodal point for K> O. It follows 
thatforK<Owegetlimr_o OCr) = 00 even when the integra­
tion of (3.10) begins at rinit > 0, with arbitrary initial value, 
while for K> 0 we get limr_o O( r) = 00 only if we start the 
integration at rinit = 0 with the initial value 00 , and integrate 
outward (or integrate along the principal line, which is very 
unlikely when the integration is carried out numerically). 
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2. Solution in the tail region 

When r>r, the screening is constant and Eq. (3.10) can 
be solved analytically. 

(i) Ionic potential, s, > O. Let O(r,) be the initial value 
at r = r,. Then 

OCr) = 0, + (2y,la,)' [clY'/( 1 - cr2Y,)] (r>r,), (A4) 

where the constant c is given by 

c= (lIr~Y')'([O(r,) -O,]/[O(r,) -110,]). (AS) 

(ii) Neutral atom potential, s, = O. Here we have 0, = 0 
and 

OCr) = O(r,) (r,lr)2k (r>r,). 

For k < 0 we choose O(r,) = 0, and get 

OCr) = 0, = 0 for r>r,. 

(A6) 

(A7) 

For K > 0 O(r,) is determined by integrating from the origin 
outward, and we get 

lim OCr) = 0, = o. (A8) 
r- 00 

3. Solution for 1«0, r<.rt 

We will show that in this case OCr) is a monotonically 
increasing function. We start the integration ofEq. (3.10) at 
rinit = r, with the initial value O(r,) = 0,. Let n be the order 
of the first nonvanishing, left side, derivative of the screening 
function s(r) at r = r,. Then by induction the first non van­
ishing, left side, derivative of OCr) at r = r, is of the order 
n + 1, and we have 

r, --- =ao(O;+ 1) - . (
dn+IO) (dns) 
drn + I r, dyn r, 

(A9) 

Sinces(r) is assumed to be a monotonically decreasing func­
tion we get 

(
dn+IO) {>O, 
drn+ I r, <0, 

n even, 

n odd, 
(AIO) 

and therefore, in the vicinity of r, (r S r,) OCr) is an increas­
ing function of r and dO I dr> 0 near r,. 

Suppose that while integrating Eq. (3.10) inward we 
encounter a point r for which (dO Idrh = O. Then, at this 
point we have [s (r) is a monotonically decreasing function J 

(d
20) _ (ds) ---::2 = ao(O 2(r) + 1) - _ < O. 

dr r, dr r 
(All) 

Thus OCr) has a maximum atr = r, which is impossible since 
dOldr> 0 for r<r<r,. Therefore dO Idr> 0 for the whole 
range (O,r, ) . 

4. Solution for I( > 0 

We will show that OCr) is a monotonically decreasing 
function for r>O. Let sn (n>l) be the first nonvanishing 
coefficient in (A 1 ). Then, the first nonvanishing coefficient 
(for n> 1) in the expansion of OCr) is 

On = 20oKSnl(n - 2yo) <0, (AI2) 

and therefore dO I dr < 0 for r;;;'O. 
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Suppose that while integrating Eg. (3.10) outward we 
encounter a point r for which (de /drh = O. Then e(r) has 
a maximum at this point, which is, however, impossible since 
de / dr < 0 for r < r. Therefore de / dr < 0 for the whole range 
r>O. 
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A geometric t?eory for.quantum scattering when the symmetry group is semisimple is 
pres~nted. ThIS theory IS ~een as a generalization of the partial wave analysis. As an application 
of thIS theory, the S-matnx elements for scattering in the Poschl-Teller potential with 
symm~try ~roup S0(1,2), Coulomb potential with S0(1,3), and a perturbed Coulomb 
potential wIth SO(2,3) are calculated. The last example may be considered as a model for 
heavy-ion scattering. 

I. INTRODUCTION 

In a series of papers, I Alhassid et al. have studied the 
quantum scattering problems having an SU (1,1) symmetry 
group. Some examples are scattering with the Morse poten­
tial and Poschl-Teller potential. Their work involves a pro­
cedure called the "Euclidean connection" in which they 
show that the shift operators acting on the set of asymptotic 
states can be written in terms of operators from the Euclid­
ean algebra, thus giving rise to recursive relations for the 
transmission and reflection coefficients in the adjacent 
states, and the S-matrix elements are determined. This pro­
cedure is completely group theoretical, in a sense that no 
physical aspect of the problem enters the calculation, so the 
result will hold [modulo the relation between the Casimir 
operator of SU (1,1) and the energy Hamiltonian] for all 
situations having such a group symmetry. This procedure is 
extended to study the SO (2,n) groups. 

Recently, we have shown2 that the scattering problem is 
closely related to the Radon transform if the symmetry 
group is semisimple. Based on the assumption that the S­
matrix elements should look the same, we consider the 
"standard" scattering problem, namely the geodesic flow 
problem on the symmetric space associated with the group. 
We quantize (via the techiques of geometric quantization3

) 

this classical system and show that the wave operators are 
the dual Radon transform on the symmetric space corre­
sponding to different choices of the Weyl chambers. If the 
group is of rank 1, there are only two Weyl chambers, we can 
label the resulting wave operators as incoming and outgoing, 
and the scattering operator can be calculated accordingly. 
The calculation is the same in the higher ranking cases, their 
physical significance still remains to be explored. 

The dual Radon transform (wave operator) operates 
from the set of functions on the dual space (free states) to 
functions on the symmetric space (interacting states). This 
seems to suggest that the free states are expressed more con­
veniently as functions on the dual space, rather than the Eu­
clidean space. This observation leads us to consider an alter­
nativ~ to the Euclidean connection procedure. Our objective 
here IS to show that the S-matrix elements can be found by 
comparing the asymptotic states on the symmetric space and 
the free states on the dual space, a method similar to the one 
employed by Frank and Wolf.4 Moreover, the comparison 
has been performed for the spherically symmetric functions 

[ the states I k,O) in the SU ( 1,1 ) case or, in the Coulomb case, 
the states that have only radial dependence]. The results are 
the celebrated Harish-Chandra c-functions, and have been 
computed for all semisimple Lie groups by Gindikin and 
Karpelevic.5 

This paper is organized as follows. In Sec. II we present 
the formal setup for this comparison, and we show that this 
is a generalization of the partial wave analysis. Ifwe adhere 
to this formalism, there is a constraint on the dimension of 
the phase space relative to the dimension of the various 
groups and subgroups in question. In the cases when the 
dimensional constraints are satisfied, the calculation is 
straightforward. Examples for the nice dimensions are the 
Poschl-Teller potential and the Coulomb potential with 
symmetry group SOC 1,3). These will be done in Sec. III. In 
the other cases, we need to know more about the geometry of 
the symmetry group so as to choose the state spaces with the 
right dimensions. In Sec. IV we give an example for the 
group SO(2,3) as the symmetry group for a perturbed Cou­
lomb potential. The procedure is analogous, we hope to re­
port on the formal principle in the future. 

II. PARTIAL WAVE ANALYSIS AND RADON 
TRANSFORM 

The relevant details on Lie group theory can be found in 
Helgason.6 

Let G be a semisimple Lie group of noncom pact type 
with finite center, K a maximal compact subgroup. Fix a 
Cartan decomposition p + k of the Lie algebra g, where the 
analytic subgroup of k is K. Let a be the maximal Abelian 
subalgebra of p, a+ the Weyl chamber. Let A = exp A, 
A + = exp a + be the analytic subgroups of a and a + in G, 
respectively. Let M,M' denote the centralizer and norma­
lizer of A in K, then B = K / M can be viewed as the boundary 
of the symmetric space X = G / K. Let G = KAN be the 
Iwasawa decomposition of G corresponding to our previous 
choices. Define a function H: X xB-a, H(x,b) = a if 
X = b exp anK for some nEN. Let if be one-half the sum of 
positive roots, f.lEa*, the dual vector space, then 
exp(if.l- if,H(x,b» are the plane waves. We get the plane 
wave decomposition of functions on X, 

F - (b,f.l) = J!(X)exP(if.l- if,H(x,b) )dx. (1) 
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Here F - ( - ,J-l), which is considered as a function on B, can 
be decomposed further once we have a representation of the 
compact group K. This allows us to label the states as 
(J-ll,J-l2"'" m 1, ... ,m 2, .. ·), where mi 's are discrete correspond­
ing to the state labeling of K, and J-l/s are continuous as 
components of J-lEa*. 

Closely related to the plane wave decomposition of 
functions on X, we have the Radon transform, first discussed 
by Newton 7 in the Euclidean case and was shown to have the 
same significance in all symmetric spaces of the form G 1 K 
(see Ref. 2). There the integration is over horocycles 
C(b,a) = {xEX IH(x,b) = a} or 

F(b,a) = J!(X)O(H(X,b) - a)dx. (2) 

The set of horocycles are parameterized by ~ = G 1 MN, 
where C(b,a) is given as b exp aMNE~, where ~ is known 
as the dual space of X. We can rewrite (2) as 

F(bexpaMN) = JI(bexpanK)dn. (3) 

This is the Radon transform. 
Physically, b is the outgoing asymptotic "direction," a 

is the dual coordinate to the "energy" J-l. So ~ is the space of 
asymptotic data, and (3) can be interpreted as the inverse of 
the scattering (outgoing) wave operator. In the incoming 
direction, the calculation is the same as above except we 
choose the opposite Weyl chamber a - = - a + . 

Let L 2 (~) and L 2 (X) be carrier spaces of representa­
tions of G. Denote I ± J-lomi hand lJ-lomi>X the states in 
the two spaces with the given label. We can consider them as 
the free and interacting states of given asymptotic data, since 
I ± J-l om J}; are the Radon transforms of IJ-l i,m i >x with re­
spect to a + and a -. The transmission and reflection coeffi­
cients are given by comparing these states. This comparison 
is well defined via the polar coordinates on X and ~: 

X=KIMXA +, ~=KIMxA. (4) 

We now have asymptotically 

1J-l,m>X::::A IJ-l,m)}; + B I - J-l,mh· (5) 

For theK invariant states, A = C (J-l) is the Harish-Chandra c 
function. In this sense, the transmission and reflection coeffi­
cients are extensions to the c functions, corresponding to 
choosing a + and a -, respectively. Furthermore, this com­
parison is just a generalization of the partial wave analysis. 
In the standard case, G is of rank 1 (rank G = dim a), J-l is 
interpreted as the energy, K:::: SO(3), M ::::SO(2), soB::::S 2. 

The explicit formulas calculated by Gindikin and Karpele­
vic will suggest a functional form of the matrix elements. 

If the symmetry group is of rank 1, then there is an 
essentially unique Casimir operator. This operator plays the 
role of the quantum Hamiltonian for the dynamical system. 
In the case where the group is of higher rank, we have more 
than one Casimir operator, and the correspondence between 
the quantum observables and the Lie algebra representation 
is unclear. Different correspondence will result in complete­
ly different dynamical systems. For instance, we know that 
the group SU (1,1) is the symmetry for a particle in the 
Poschl-Teller potential, so if we have two noninteracting 
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particles moving in this potential, the symmetry group for 
elastic scattering is SU (1,1) X SU (1,1):::: SO(2,2). This is of 
course different from the case considered by Alhassid et al. 
in which one particle is moving in a two-dimensional space, 
with a modified Poschl-Teller potential. 

If the space G 1 K is appropriate, then the procedure as 
described will give correct S-matrix elements. Examples in­
clude the Poschl-Teller potential with SUe 1,1) ::::SO( 1,2), 
Coulomb potential with SOc 1,3), and the two noninteract­
ing particles with SO (2,2). We will also consider the group 
SO(2,3) as the symmetry group of heavy-ion scattering, 
here the isotropy group is not the maximal compact sub­
group. The procedure is analogous, it turns out that X is the 
coset space SO(2,3)/S0(1,3). We note here that Radon 
transform has been generalized to these situations (known 
as double fib rations in Helgason6

), although not as com­
plete. 

III. APPLICATIONS TO SCATTERING 

A. P()schl-Teller potential 

Here we assume that the dynamical symmetry decom­
poses according to the chain SOC 1,2) ::)SO(2). The sym­
metric space X = SOC 1,2)/SO(2) can be realized as a hy­
perboloid. Let us take the upper sheet of the two-sheeted 
hyperboloid 

X = {XElR3
1 [x,x] = 1, xo;;;,O}, (6) 

where x = (xo,X l ,X2 ), [ , ] denote the pseudometric 
( + - - ). The dual space is the cone 

~ = {yElel [y,y] = O,Yo;;;'O}. (7) 

Since SOC 1,2) acts on X and ~, we define interacting states 
and free states as eigenfuctions to the Casimir operator of 
SOC 1,2) on X and ~, respectively. As indicated earlier, we 
will perform a comparison between the states on X and ~ 
corresponding to the same eigenvalues for the chain 
SO( 1,2) ::)SO(2). Denote IJ-l,m) x and IJ-l,mh as the states 
onX and~, respectively, we want to determine the transmis­
sion and reflection coefficients A and B such that 

(8) 

Choosing coordinate Xo = cosh a, Xl = sinh a cos 0, 
X 2 = sinh a sinh 0, the Casimir operator takes the form 

1 a. a 1 a 2 

e 2 
- ------smha------- (9) 

x - sinh a aa aa sinh2 a a0 2 ' 

and 

IJ-l,m) x = uJ.< m (a)e im8, 

uf'm (a) = pm if' _ 112 (cosh a), (10) 

e 2 x 1J-l,m>X = ( - J-l2 - 1/4) IJ-l,m >X, 

where P denotes the conical functions. 8 Similarly, choose 
coordinate on ~ as Yo = ea

, Yl = ea cos 0, Y2 = ea sin 0, 
then the Casimir operator is 

d 2 d e 2
}; --+-. (11) 

da2 da 

The eigenfunction are of the form eU 1(0) with eigenvalue 
c? + 0'. If 0' = ± iJ-l - ~, c? + 0' = J-l2 - 1, we set 
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(12) 

The coordinates are chosen so that the comparison is 
performed under the limit as a approaches infinity. One 
need only to get the asymptotic expansion of 
pmip _ 1I2 (cosh a). We have8 

(21T sinh a) 1/2 pm ip _ 112 (cosh a) 

-::::,eipa ruJ.l) + e -lpa r( - iJ.l) (13) 
rq + m + iJ.l) r(! + m - iJ.l) 

The S-matrix elements are 

rq + m - iJ.l) 

rq + m + iJ.l) 

B. Coulomb potential 

ruJ.l ) 

rc - iJ.l) 
(14) 

Let X = {xER 41 [x,x] = l,xo> 1} be the upper sheet of 
the unit hyperboloid on which the symmetry group of the 
Coulomb potential S0(1,3) acts naturally, [ , ] is the met­
ric + - - -, X = SOC 1,3 )/SO( 3). Choose coordinates 

Xo = cosh a, 

(X/,x2'X3) = sinh aO, OES 2 in R 3. 
(15) 

Via a similarity transform lIsinh a, the Casimir operator 
takes the form 

a2 L --+1--- (16) 
aa2 sinh2 a 

(where L is the Laplace operator on S 2), the eigenvalues are 
J.l2 + 1. So the eigenfunctions satisfy the equation 

( _ ~ + I(! + 1))¢ =J.l2.¢, (17) 
aa2 smh2 a 

where ¢(a,O) = sinh a' P -1- 112iP _ 112 (cosh a)' Y1m (0), 
the P are the conical function and the Yare the spherical 
harmonics.9 The work of Ref. 9 can now be reinterpreted as a 
partial wave analysis described above. Notice that in both 
these cases, via a similarity transform, the Casimir operator 
on ~ becomes simply a 2/ aa2

• We suspect that this is true, in 
general, thus we always compare the interacting states with 
e ipa . 

IV. HEAVY-ION SCATTERING 

It was reported I that heavy-ion scattering possesses an 
SO (2,3) symmetry. Here we will show that this problem can 
be recognized as a short range perturbation on the Coulomb 
interaction, and that the group SO(2,3) enters naturally. 
The comparison procedure described above is applied and 
the results are consistent with those obtained by Alhassid et 
al. 

Let X={xER 5 }I[x,x] = 1}, [ , ] is the metric 
+ + - - -, X = SO(2,3)/S0(1,3). We parametrize X 

as 

(X I,X2 ) = cosh a'w, 

(X3,x4'X5 ) = sinh a'O, 
(18) 

with wES I inR 2, OES 2 as before. Via the similarity transform 
lIsinh a'coshl/2 a, using the fact that the eigenvalue is 

J.l2 + ~, the Laplace equation on X reads 
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C _(_ a2 
_/(/+1)_ k

2-!)n.._ 2.n.. 
1 k4> - -- '!' - J.l '!', 
, aa2 sinh2 a cosh2 a 

(19) 

where - k 2 is the eigenvalue of the operator a 2/aw2. One 
sees that this equation is a perturbation of ( 17), the last term 
corresponds to a potential of the form e - r /,:z (see the Ap­
pendix) . Notice that if k = !, Eq. (19) becomes that of the 
Coulomb problem. Our procedure suggests that we should 
compare the eigenfunctions with eigenfunctions on the 
asymptotic cone ~ = {yER 51 [y,y] = O}. 

From Ref. 1, the S-matrix elements are 

S(J.l,/,k) 

r(~(/ + k + ~ + iJ.l))r(~(/ - k + ~ + iJ.l)) 
(20) 

r(!(/ + k + ~ - iJ.l))r(!(/ - k + ~ - iJ.l)) 

Note than when k = !, this reduces to the Coulomb S matrix. 
So our comparison trick will give the same result in these 
cases, Equation (20) yields the following recursive relation: 

S(J.l,I- l,k - 1) 

= [(/ + k -! + iJ.l)/(/ + k -! - iJ.l) ]S(J.l,l,k). 

(21 ) 
So we need to show that our comparison gives the same rela­
tions. 

Let 

a 
J = - + l-coth a + (k - D . tanh a, 

aa 

then we have, C as in (19), 

(22) 

C(l- I),(k - I) J 1J.l,/,k ) x = JC1,k 1J.l,/,k ) x' (23) 

ThusJ plays the role ofa shift operator, whether Jbelongs to 
the SO(2,3) algebra is immaterial. So asymptotically, 

const·IJ.l'/ - l,k - 1) 

= J 1J.l,/,k,) -::::, (:a + 1+ k - !). (A ·eip.a + R'e - ipa) 

= UJ.l + 1+ k - pA-e
ipa 

+ ( - 1ft + 1+ k- pR·e - ipa , 

and we do get the same recursive relations. 

(24) 

In conclusion, we have embarked on a geometric theory, 
which complements the algebraic theory of Alhassid et al., 
for scattering in the presence ofa group symmetry. We see 
that this theory is an extension to the partial wave analysis, 
and that the geometric consideration simplifies the calcula-
tion. 

APPENDIX: CANONICAL TRANSFORM FOR POSITIVE 
COULOMB SPACE AND THE HYPERBOLOID 

Here we give explicitly the SO ( 1,3) equivariant canoni­
cal transform between the positive energy phase space of the 
Coulomb problem and the phase space of the geodesic flow 
problem on the hyperboloid. This allows us to estimate the 
size of the perturbation term in ( 19). The construction here 
is similar to the one given in Souriau and Onofri lO for the 
negative energy case. 

Let T * +R 3 denote the subspace of the cotangent bundle 
on R 3 on which the energy E = p2/2 - lIq is positive. De­
note T * H the cotangent bundle on the hyperboloid 
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H = {yER 41 [y,y] = 1, Yo> n. For convenience, we can (via 
a reduction!!) identify T*H as the subspace {(Y,1])ER 4 

XR 4 1[y,y] = 1, [y,1]] =O}. The symplectic form is 
d1]ol\dyo - ~d1]i I\dYi so that the S0(1,3) actions are ca­
nonical. Then the canonical transform T * H -+ T * +R 3 is 

y = A cosh ( + (B Iy' - [B,B] ) sinh (, 

1] = y' - [B,B]'A . sinh (+ B cosh (, 

where 

(= (q,p)y'2E, 

(Al) 

A [p2q -1 ] B= [ (q,p) ] (A2) 
= y'2E'q'Pi ' «q,P)Pi - q;lq)/y'2E . 

The perturbation term (k 2 - !)IYo2, both near and far 
away from the scattering center, assumes the form 

(k 2 - !)exp( - 4Eq)/(2Eq)2. (A3) 

Thus we see that this term is a short range potential 
which grows as l/q2 at the origin. 
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A mechanism by which space-time topological modifications could have been controlled, in the 
early universe or at the Planck length, to enable onset of spinor structure is investigated. This 
mechanism (based on a reshuffling of topological charges and related modification of 
characteristic classes) could provide a gravitational analog of the Aharonov-Susskind 
Gedankenexperiment proposed to detect relative rotation in the universe, spinor behavior, or to 
keep track of the two homotopy classes of the Lorentz Lie group. The space-time topology 
[and in particular the trivial (nontrivial) bundle structure at conformal null infinity 1 provide 
a labeling of the asymptotic Lorentz homotopy classes which originates in the first Chern class 
(enclosed magnetic mass) or in the parametrization of the second homology group, and gives 
rise to a necessary (and sufficient) condition for the existence of spin or structure. This 
underlines the intertwined roles of topology and curvature. The mechanism could also be 
viewed as an "unwinding" of gravitational magnetic monopoles with one asymptotic region 
into electric mass (black-hole) solutions with two asymptotic regions. In such situations a 
discrete PT symmetry could emerge from a continous transformation. Possible implications on 
the CPT theorem are mentioned. 

I. INTRODUCTION 

Since the discovery, in 1956, of parity nonconservation 
in weak interactions, it is believed that the concepts of right 
and left physical systems can be unambiguously defined pro­
vided space is orientable. Indeed such a statement could not 
be made if a closed circuit within a disoriented laboratory 
could transform a particle into an antiparticle: in this case 
the combined transformations, charge conjugation (C) and 
space inversion (P), would not enable us to define the con­
servation of right-left symmetry in space. Equivalently, in a 
disoriented three-space, space inversion is not a discrete 
transformation but a continuous one l and CP in variance 
does not enable us to decide whether two remote particles 
are identical or are a particle and an antiparticle since the 
conclusion would depend on the path along which the two 
particles are brought to the same point. However, the abso­
lute difference between matter and antimatter has been ex­
perimentally confirmed by the CP violation in the KO -meson 
decay, and nonorientability of space seems to be excluded by 
the same token. 2

.
3 It is to be underlined here that such con­

clusions are drawn under the requirement that causality vio­
lation is excluded, i.e., that space-time does not contain 
closed timelike world lines. 

Since one might question the availability of causality, 
e.g., in the early universe or on a cosmic scale (and we shall 
do so here), it is of interest to search for mechanisms that 
could explain the onset of orientability or even bring support 
to a further question: Why should there be orientability in 
the universe or PCT invariance? 

a) Detachee du Ministere des Relations Exterieures, Paris, France. 

It has often been underlined that this issue is related to 
that of observability of a relative 21T rotation of two systems 
(certainly a 21T rotation of the entire universe should not be 
observable), and to the existence of spin structure.4

-
7 

Underlining a key point-a spinor changes sign when a 
basis completes a 21T rotation, returning to its original posi­
tion after 41T rotation-Penrose has suggested5 a mechanism 
(based on a Gedankenexperiment proposed by Aharonov 
and Susskind8

) to test spin structure. The Aharonov-Suss­
kind apparatus is a box with perfectly reflecting walls which 
is divided into two identical compartments (by an impen­
etrable partition which may be open or closed off by a shut­
ter) and which contains an electron. A relative (quasistatic) 
21T rotation between the two compartments can be detected 
if the electron wave function in box 1 is allowed to produce 
an interference pattern with the wave function in box 2 after 
uniform equal magnetic fields have been applied to the dis­
connected compartments in the direction of the spin of the 
electron. The relation with spinor structure emerges from 
the following argument. The physically measurable proper­
ties of a spinor t/.r4 can be determined from its corresponding 
null bivector (null flag). Ift/.r4 undergoes a (phase) rotation 
t/.r4 --+ eifJ t/.r4 , it is clear that t/.r4 changes sign; it takes a 21T 
rotation to bring it back to its initial value, in this rotation the 
null flag undergoes a 41T rotation around its attached null 
direction k a = t/.r4 t/.r4' . This is related to the existence of two 
homotopy classes in the Lorentz Lie group 2" -every closed 
path in this group being either homotopic to the 21T rotation 
(element of the nontrivial homotopy class) or the 41T rota­
tion (the trivial class)-and to the fact that the SL(2,C) Lie 
group is the universal covering group of 2", two elements 
L~ and M~ of SL(2C) giving rise to the same Lorentz 

group element if and only if L ~ = ± M ~. 
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Since the definition of a spinor bundle Y over a curved 
space-time M involves the intertwining of the fundamental 
group of M with that of the Lorentz group, the role of topol­
ogy is crucial and has been investigated by various auth­
ors.6

•
7

•
9 The basic idea is to start from the principal fiber 

bundle 9 of oriented-time oriented orthonormal bases, to 
unwrap each fiber into a principal SL(2,C) bundleB over M, 
a spinor structure being defined as a second principal fiber 
bundle Y over B with a 2-1 mapping ¢: Y -B. If 9 is 
simply connected, closed curves contained within a fiber and 
corresponding to the nontrivial 21T-rotation homotopy class 
can be deformed outside the fiber into the trivial curve and 
the notion of a spinor field cannot be defined. It is known 
that 9 will fail to be simply connected if the second Stiefel­
Whitney class of M vanishes. If M is noncompact, it is also 
known6 that a spinor structure exists if and only if Mis paral­
lelizable. 

In presence of intricated space-time topologies, M may 
fail to be orientable, or time oriented. In such a case 9 does 
not exist and the usual notion of spinors cannot be defined. If 
Mis orientable and time oriented, 9 can be unwrapped into 
B without unwrapping M provided 1T 1 ( 9) = 1T 1 (M) X Zz; 
if this condition is not satisfied, the notion of spinor structure 
cannot be defined. It is also of interest to underline that the 
above features of the SL(2,C) representation are related to 
the presence at the quantum level of two irreducible repre­
sentations \0 which are conveniently labeled by the values of 
the Casimir operators mZ (squared mass) and SZ (squared 
angular momentum) oftheSL(2,C) Lie algebra. The results 
presented here might suggest that a canonical generalization 
in the context of quantum gravity could be provided by the 
squared mass and the squared angular momentum mono­
pole. 

These considerations are intended to motivate the view­
point we would like to develop, i.e., the existence of spinor 
structure and orientability could have been controlled in the 
early universe or at the Planck length through an appropri­
ate reshuffling of topological charges and related modifica­
tion in the homology classes of the space-time manifold. 

We shall take advantage of the availability of various 
Maxwellian features of gravity in presence of suitable nontri­
vial space-time topologies to propose a mechanism rather 
reminiscent of that designed by Aharonov and Susskind for 
the detection of spinor structure in presence of a Maxwellian 
magnetic field. Our analysis will be based on previous re­
sults 11-13 concerning the structure of magnetic mass source­
free solutions to Einstein's equation. 

A simplified picture of the gravitational apparatus to be 
investigated could be the following: the two compartments 
of the Aharonov-Susskind boxes are provided by the two 
asymptotic regions (or mirror universes) of the Kruskal­
Schwarszchild black-hole solution. A reshuffling of the 
(electric) mass monopole into the magnetic mass monopole 
(which could be supported by the following geometrical in­
terpretation: decreasing the area of the event horizon, 
shrinking the region of trapped surfaces, and smooth absorp­
tion into a causality violation and single asymptotic region) 
has been investigated in Refs. 11-13. As a result of the trans­
formation, a nontrivial bundle structure (S 1 Hopf fibering 
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and transition functions) is induced at conformal null infin­
ity of. One could thus draw an analogy between the above 
setup and the Aharonov-Susskind apparatus, where the 
opening of the shutter would correspond to the absorption of 
the "entropy reservoir" into new topological features, and 
the interference pattern to nontrivial bundle structure at of, 
S 1 Hopffibering and transition functions measuring the en­
closed magnetic charge. 

In the main body of this paper we shall prove that the 
parametrization of characteristic classes involved in the de­
finition of magnetic mass (second homology class and first 
Chern class) induces a (0-1) labeling of the homotopy 
classes of the (asymptotic) Lorentz Lie group as well as a 
mechanism to keep track of their possible mingling (as one 
moves from fiber to fiber within the principal frame bundle) 
along closed space-time paths, thus providing a necessary 
(and in many cases sufficient) condition for the existence of 
spinor structure. This is strongly reminiscent of a setup pro­
posed by Geroch6 to keep track of spinor structure in the 
universe by moving Maxwellian-Aharonov-Susskind boxes 
along space-time tracks. However, the control here is purely 
gravitational, global, and uses topological charges (charac­
teristic classes) which originate in the bundle structure at 
null infinity. 

Since the above criterion is purely glObal and since we 
rely on the space-time asymptotic structure, we would like to 
propose the following viewpoint. If gravitational magnetic 
monopoles could have "unwinded" into black holes (elec­
tric mass monopoles) in the early universe, a mechanism to 
control onset of spinor structure would be provided. 

Finally the above transformation can be shown IZ to be 
associated to an invariant (gravitational) charge C, and to 
the onset of a PT discrete symmetry (between two-mirror­
asymptotic regions) emerging from a continuous transfor­
mation (acting on the-single-asymptotic region of a grav­
itational magnetic monopole solution). This leads us to 
comment, in our concluding remarks, on a possible (theo­
retical or experimental) link between the CPT theorem and 
the onset of spinor structure. 

II. PRELIMINARY REMARKS 

Let us briefly summarize some relevent properties of the 
spinor representation. Recall that a spinor space is a pair 
( W,€ AB ), where W is a two-dimensional vector space over C 
and € AB = - € BA' a skew-symmetric two-index tensor in­
ducing a mapping from Winto its dual W*, hence playing 
the role of a nondegenerate metric. The corresponding group 
of transformations is that of linear mappings L: W -+ W 
which are metric preserving: 

(1) 

i.e., elements ofSL(2,C). 
A four-dimensional complex vector space Y can be asso­

ciated to W, which admits a real section V with Lorentzian 
metric (signature + ,-,-,-) given by 

It can be checked that 

A~f =L~I~: 
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(2) 

(3) 
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is metric preserving (a proper Lorentz transformation): 

(4) 

Furthermore L ~ and M ~ give rise to the same Lorentz ele­
ment iff L ~ = ± M ~, reflecting the fact that SL (2, C) is the 
universal covering group of the Lorentz group (two-valued­
ness of the spin representation). It is the condition that this 
two-valuedness can be consistently eliminated over an entire 
space-time which enables the definition of global spinor 
fields, reflecting the presence of a spinor structure. 

Since the Lorentz Lie group 5t' is doubly connected-a 
path representing a 2rr rotation cannot be continuously de­
formed to the identity whereas a 4rr rotation can be-a spin 
structure must be able to keep track of the presence of these 
two homotopy classes, providing a homomorphism from 
rr I (5t') into Z2' taking the value ° on the trivial class (con­
taining the 4rr rotation), unity on the other class. Following 
a geometrical argument proposed by Penrose,s we suggest 
that such a homomorphism could be associated to the onset 
of topological charges or equivalently specific homology 
classes. Recall that to every one-spinor SA E Wone can asso­
ciate a bivector FAA 'BB' defined via 

(5) 

where <PAB = SASB' This bivector (or null flag) is attached 
to a pole represented by the direction of the null vector 
SA tA' . Let us denote by If) the (phase) rotation defined via 

If) (SA) = eiO SA . (6) 

The induced transformation on Fab is 

10 (Fab ) = Fab cos 2e - *Fab sin 2e. (7) 
On another hand, a basis (SA ,,,,A ,S'''' = 1) being chosen in 
W, Fab can be expressed as 

Fab =2S[a Wbl (s'w=O), (8a) 

the (phase) rotation inducing a rotation of the two-flat de­
fined by 

IoWa = Wa cos 2e + Va sin 2e, (8b) 

where (5 ,wa ,va) is an orthonormal triad in Minkowski 
space. Hence Ie induces a reversal of the spinor sign 
( 111" SA = - I ciA ), and a winding of the null flag around its 
pole 5, a 4rr rotation of this flag being required to bring back 
SA to its original value. Thus the flag and its null pole have 
the availability to keep track of the double valuedness of the 
spin representation. Let S2 denote a two-sphere surrounding 
the point at spatial infinity in Minkowski space, and let us 
assume that Fab is a (plane-wave) source-free Maxwell field. 
Denote by 

C I = i *Fab dS"b 
S2 

its electric charge, and by 

C2 = i Fab dS"b 
S2 

its magnetic charge. It is straightforward to check that 

loFab = Fab cos 2e - *Fab sin 2e, 

Ie *Fab = Fab sin 2(J + *Fab cos 2(J. 
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(9) 

(10) 

(11) 

(12) 

The quantity 

C=Ci +C~ (13) 

is an invariant of the transformation, its vanishing (nonvan­
ishing) being governed by the second homology group of the 
space-time manifold. 

A gravitational analog of the transformationlo and re­
lated reshuffling of charges is available. Its topological im­
plications have been mentioned in previous papers,l1-13 and 
will be crucial when we shall derive criteria for the existence 
and possible observability of spin or structure. The role of 
spinor structure has been carefully underlined 14 in the inves­
tigation of the asymptotic behavior of zero rest-mass fields. 
Let us briefly summarize the situation. 

From now onwards, (M,gab ,5 ) will denote a solution 
of Einstein's equation Rab = 0, with Killing vector field 5 . 
The norm and twist of 5 are, respectively, - A = 5 Sa and 
UJa =€abcdSbVc~ =gradUJ. Lethab =gab +..1, -ISaSb be 
the induced metric on T, the manifold of orbits of 5 . As­
suming A =1= 0, a rescaled metric hab and complex potentialT 
can be defined IS on T: 

hab = Ahab' 

T = UJ + iA. 

(14) 

(15) 

A transformation (which was initially introduced l5
-

18 to 
generate circle families of explicit, exact, source-free solu­
tions to Einstein's equation with one Killing vector field, 
starting from one of them) is given by 

GeT = (T cos e + sin e)/( - T sin e + cos e). (16) 

The expression of the resulting solution gab (e) is given ex­
plicitly in Ref. 16. The topological charges that can emerge 
from the action of G e are obtained from three real diver­
gence-free vector fields V~ (i = 1,2,3) on T, and their asso­
ciated curl-free two-forms €abc V~ =F~b (i = 1,2,3) on T. 
These forms admit the following pullbacks on (M ,gab): 

F!b = V[aA -ISb ], 

F~b =V(aUJA -ISb ] -!€abcdVc~, 

F~b = V[a (A -1(UJ2 + A 2)Sb] 

- U VaSb - UJ€abcd VC ~. 

(17) 

(18) 

(19) 

Integrating F~b on a two-sphere S 2 surrounding the point 
at spacelike infinity on T leads to various conserved quanti­
ties: 

(20) 

Furthermore, under the action of the circle group, these 
charges are reshuffled according to 

Go V~ = Vf cos2 (J - V~ sin 2e + n sin2 e, (21) 

Ge V~ =!n sin 2(J + V~ cos 2(J - !V~ sin 2e, (22) 

Go V~ = Vf sin2 e + V~ sin 2e + V~ cos2 (J. (23) 

It is easily checked that Q = QIQ3 - Q ~ is an invariant of 
the transformation Go, a gravitational analog of the charge 
C. 

Anne M. R. Magnon 1366 



                                                                                                                                    

The reshuffling of Qi'S under the action of the cyclic 
group (phase rotation) can be related to a modification in 
the structure of characteristic classes and consequently de­
cide on the existence of spinor structure. This will be investi­
gated in the following sections. 

III. MAGNETIC MASS AND CHARACTERISTIC CLASSES 

Let us briefly review a definition of the magnetic mass 
based on various results 11-13 concerning the asymptotic 
structure of the NUT (gravitational magnetic monopole) 
source free solution to Einstein's equation. For the exact 
NUT solution it has been shown elsewhere I I that this con­
served quantity reduces to the NUT parameter (angular mo­
mentum monopole). 

An asymptotically NUT gravitational magnetic mono­
pole source-free solution to Einstein's equation will be a 
space-time with conformal null boundary .f exhibiting the 
topology of an S I (Hopf fibering) bundle over S"" , the two­
sphere of orbits of na (the null normal to .f). The structure 
of this bundle has been analyzed in Refs. 11-13. The key 
point here is the availability (and expression) of the bundle 
curvature two-form !lab defined by the pullback to.f of 

(24) 

where !l - I C abed denotes the rescaled W ey I tensor, (la, 
na ,ma ,rna) is the usual Newman-Penrose null tetrad in the 
neighborhood of .f (l. n = - 1), and tabe = tabed f', ~be 
= ~bed nd . We know also from Ref. 13 that !lab is related to 

the unphysical Riemann curvature via 

!lab = D[aS~ le' (25) 

where Sab = Rab - iRgab . 

If a timelike Killing vector field is available on the phys­
ical space-time, we also know13 that !lab is (essentially) the 
pullback to.f of F!b = V[aA -ISb J' 

Finally !lab is the lift to .f of a closed two-form nab on 
soo , an element of H f (M), second homology group (in the 
asymptotic region). The fact that this nab is not globally 
exact onS 00 (discontinuities in its potential) gives rise to the 
magnetic mass. 

Definition: The magnetic mass of an asymptotically 
NUT (source-free) gravitational magnetic monopole solu­
tion M, is defined as the value of an element nab of 
H:, (M)-second homology groupl9 of the asymptotic re­
gion of M-on the two-chain S "" . 

Corollary 1: The magnetic mass can be conveniently la­
beled by 

the first Chern class of the.f bundle. The parametrization of 
H 2 (M,R) provides the (integer) number of twists of .f 
around its S I Hopf fiber. 

Corollary 2: If H 2 (M,R) is trivial, nab is a closed and 
globally exact two-form: the magnetic mass vanishes, imply­
ing that .f is a trivial S 2 X R bundle (zero twist). 

As we shall see, in the next section, the value of the 
magnetic mass provides a homomorphism from H 2 (M) into 
the first homotopy group of the asymptotic Lorentz Lie 
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group which enables us to keep track of the homotopy 
classes as one moves within a (possibly multiply connected) 
space-time. This is precisely what is expected from a crite­
rion for the existence of spinor structure. 

IV. CONFORMAL NULL BOUNDARY AND AHARONOV­
SUSSKIND APPARATUS 

We want to show that the available structure at confor­
mal null infinity (for the source-free nonradiative solutions 
considered in the previous section) could be used to design a 
device for the detection of spinor structure. As was already 
mentioned in the Introduction, the resulting setup could be 
viewed as a gravitational analog of that proposed by Ahar­
onov-Susskind. 

Recall the existence of an exact sequence of homotopy 
groups20-23: 

h,., in _ 1 

1Tn (M,x) -->1Tn _ I (Gx ) --> 1Tn _ I (G,U) 

-->1Tn _ I (M,x) -->'" -->1To(M,x) --+0, 

where M is the base space of a principal bundle with fiber G, 
x a point of M, Gx the corresponding fiber, and each homo­
morphism in the sequence is the kernel of the next. [This 
sequence reflects in particular the intertwining of the funda­
mental group of G,(1T I (G») with that of the base space 
(1TI (M) ).] If M is the space-time manifold and G = 2" (the 
general Lorentz Lie group), h2==0 is a necessary and suffi­
cient condition for i l to be a one to one mapping, i.e., for the 
existence6 on (a noncompact) M of a glObal system of (or­
thonormal) tetrads. This in turn provides a necessary and, in 
many cases,9 sufficient condition for the existence of spinor 
structure. Since a spinor structure is associated to a homo­
morphism from 1T I (L) into Z2' we shall search for a mecha­
nism to detect a charge taking the value zero or unity after a 
physical object (e.g., an orthonormal tetrad) has been trans­
ported around closed paths in 2" or M. If a spinor structure 
is to be available, one expects such a mechanism to be asso­
ciated to a mapping from 1T2(M,x) to the trivial homotopy 
class of 2" x - x chosen in the asymptotic region. Along 
these lines, an argument has already been proposed,7 which 
relates the space-time curvature in the neighborhood of a 
pointp to an upper bound on the length of those closed paths 
in 2" p' which should be contractible to a point. Since the 
topology of the underlying space-time manifold determines 
the existence of spinor structure, sufficiently "twisted" man­
ifolds should be such that any metric that could be defined 
on them would contain a minimum amount of curvature 
that would prevent the existence of spinor structure. We 
shall show that the space-time topology (second homology 
class) or equivalently the bundle structure available at con­
formal null infinity, not only controls this amount of curva­
ture but provides a necessary (and in many cases sufficient) 
condition for the existence of spinor structure. Our result 
will be the following: the non vanishing of the first Chern 
class-a measurement of the magnetic mass enclosed within 
an asymptotic region, as related to a parametrization of the 
second homology class of the space-time manifold-pro­
vides a nonzero mapping h2: 1T2 (M,x) --+1TI (2" x ), thus pre­
venting the existence of a one-to-one mapping between the 
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homotopy classes of the fibers of the frame bundle, and con­
sequently preventing the existence of a spinor structure. If 
the magnetic mass vanishes (trivial bundle structure at con­
formal null infinity), h2 = 0, i2 is one to one, and, with the 
exception of situations involving a simply connected princi­
pal frame bundle, a spinor structure will be available. 

Let p be a point in the neighborhood of infinity, .? p the 
Lorentz Lie group at p, and Cif C .? p' a closed path through 
p, i.e., a one-parameter family R ~ (s)O.;;;s';;; 1 of Lorentz rota­
tions at p. We want to evaluate the length of Cif; thus we need 
to introduce a metric on the rotation group. Choose in M a 
spacelike two-sphereS throughp, which surrounds the point 
at spacelike infinity. Denote by ys(u),O.;;;s,;;;;I, 
Ys (0) = Ys (1) = p, a one-parameter family of loops on S, 
originating and ending at p, and spanning S (all points of S, 
except p, lie on exactly one curve). Let t a denote an arbitrary 
unit timelike vector field on M (t· t = - 1), adjust S so that 
t a and S are orthogonal at p, and introduce at p a triad x~, 
A = 1,2,3, which, together with t a, defines an orthonormal 
tetrad. For each value of s, 0 <s < 1, we shall (Fermi) trans­
port the tetrad around Ys according to 

where um denotes the tangent to Ys (u) (umV m U = 1). In 
this transport the tetrad remains an orthonormal tetrad al­
though (in general) after a complete tour on 
Ys' x~ (A = 1,2,3) might not be tangential to S. As a result of 
this transport, we define at p an element R % (s) of the Lor­
entz Lie group .?p:x~ lu=! = R % (s) (x~ lu=o)' Ass varies 
from 0 to 1, Ys spans the two sphere Sand R % (s) (O';;;s';;; 1) 
describesaclosedpath'G'in.?p [R%(O) =R%(l) = iden­
tity]. We want to evaluate the length of 'G' and decide on its 
homotopy class. If a spinor structure is to exist, this class 
should be the trivial one (connected to the identity), (i.e., Cif 
should be contractible to a point). HereT'!, = (d /ds)R % (s), 
the tangent to 'G' , is associated to an infinitesimal rotation (a 
generator F[ab 1 of the Lorentz Lie algebra) and its length is 
proportional to the amount of curvature enclosed on S, with­
in the two-loops Ys and Ys + ds' Since S is (in the asymptotic 
region) surrounding the point at spacelike infinity, the lead­
ing term is provided by 

1 !lab dS
ab

, (27) 

where !lab is the two-form, introduced in Sec. Ill, whose 
pullback to f provides the bundle curvature two-form, and 
where u is, on S "', the area enclosed within Ys+ and Ys~ ds' 

(Here S '" is the two-sphere of null generators of f.) Thus 
the total length of Cif is given by 

(28) 

i.e., the first Chern class of the f bundle (or equivalently the 
enclosed magnetic mass). A convenient labeling ofC! is pro­
vided by the second homology class of M, hence the follow­
ing theorems. 

Theorem 1: If a space-time with one asymptotic region is 
enclosing a non vanishing magnetic mass, a global system of 

1368 J. Math. Phys., Vol. 28, No.6, June 1987 

orthonormal tetrads cannot be defined, which rules out 
spin or structure. 

Theorem 2: The non vanishing of the first Chern class or, 
equivalently, the existence of S! (Hopffibering) nontrivial 
bundle structure over Slat conformal null infinity, prevents 
the existence of global spinor fields on the corresponding 
(space-time) asymptotic region. 

Theorem 3: The vanishing of the first Chern class pro­
vides a necessary (and in many cases sufficient) condition 
for the existence of spinor structure. 

For an example where the space-time topology prevents 
the condition from being sufficient, see, e.g., the Appendix in 
Ref. 9. 

v. CONCLUDING REMARKS 

(a) It was shown in Ref. 7 that a necessary and sufficient 
condition for a noncompact space-time M to have spinor 
structure is that M may be given a global system of orthonor­
mal tetrads. It was also underlined that this condition might 
not be the most convenient one to decide on this issue. In Sec. 
IV we related the criterion to the global topological structure 
of the space-time manifold, reflected by the topology of its 
conformal null boundary, and reduced the test for existence 
of spinor structure to that of detection of a vanishing or non­
vanishing topological charge (the magnetic mass) conve­
niently labeled by the value of suitable homology classes. 
Thus, although curvature plays a role [e.g., in the labeling of 
the homotopy classes of the (asymptotic) Lorentz Lie 
group], it is rather its intertwining with the underlying to­
pology that is crucial. The existence of spin or structure re­
flects the global structure of the space-time manifold, and 
originates in the topology. 

(b) The existence of spinor structure has also been char­
acterized7 in terms of the type of the Weyl tensor Cabcd , a 
sufficient condition being that this tensor be everywhere type 
[1,1,1,1], [2,1,1], [3,1], or [4]. Here again the criterion 
involves the existence of continuous transport of orthonor­
mal tetrads related to the principal null directions of Cabcd ' 

The above results suggest that a relation might exist 
between the algebraic type of solution to the source-free Ein­
stein equation and its global (topological) structure as de­
scribed by topological charges, or by the parametrization of 
suitable homology (cohomology) classes. Since these char­
acteristic classes are conveniently used in the classification 
of fiber bundles, one might hope to be able to relate them to 
the algebraic type of the (f -bundle) curvature two-form or 
to the algebraic type24 of the Weyl curvature. 

(c) We have proved elsewhere that gravitational mag­
netic monopoles exhibit causality violations-continuous 
time reversal (e.g., if an everywhere timelike and complete 
Killing vector field is available, its orbits must be closed, or 
in absence of isometry, nontrivial bundle structure with S! 
Hopf fibering over S 2 at conformal null infinity). Such solu-

tions thus could illustrate a situation where parity reversal 
becomes a continuous transformation, PT invariance being a 
reasonable statement, e.g., when the principle frame bundle 
over the space-time manifold is simply connected. The "un­
winding" of gravitational magnetic monopoles (i.e., NUT 
solution) into (black-hole) electric mass monopoles (i.e., 
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Schwarszchild black hole) could be viewed as an onset of 
two asymptotic regions, of a discrete PT symmetry and of 
unambiguous notions of parity and time reversal. As was 
already mentioned, an invariant (gravitational charge C) is 
also involved in the transformation. 

Since nontrivial topologies and multiply connected 
space-times could provide observational evidence of their 
existence25 at some stage of the evolution of the universe 
(periodicity in the distribution of quasar red shifts?) we 
hope that the above considerations might consequently shed 
light on a possible (experimental) confirmation of a link 
between the CPT theorem and the existence of spinor struc­
ture. 26•27 
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The Einstein-Maxwell field equations for non-null electromagnetic fields are studied under the 
assumption of admitting a conformal Ricci collineation. It is shown that a non-null 
electromagnetic field does not admit any conformal Ricci collin eat ion, unless the generators of 
the symmetry groups are Killing vector fields. Furthermore, it is shown that the energy­
momentum tensor of a non-null electromagnetic field can admit a conformal Ricci 
collineation, if and only if the collineation is homothetic. The restrictions on non-null Maxwell 
field, its sources, and its invariants implied by the symmetry condition are calculated. An 
example of a space-time satisfying the Einstein-Maxwell equations, and admitting a 
homothetic conformal vector field is also given. 

I. INTRODUCTION 

The connection between the inherent symmetries of a 
system, and their corresponding conservation laws has been 
well established since the early observation of Nother. 1 In 
particular, the importance of groups of motions, generated 
by Killing vector fields of a space-time, and their relation to 
the conservation laws of energy, momentum, and angular 
momentum is well known. 2

•
3 Collineations other than 

groups of motions have also been studied to a limited extent. 
It has been shown, for example, that for space-times with 
zero Ricci tensor, the more familiar symmetries such as mo­
tions and conformal and homothetic motions are subcases of 
a more general symmetry requirement known as curvature 
collineations.4 Moreover, it has been shown that the allowa­
ble conformal symmetries admitted by a nonflat empty 
space-time (except in the case of specific type-N metrics) are 
the homothetic motions.5 The significance of homothetic 
motions in general relativity is yet to be elaborated; though 
they have been used by a number of authors. For example, 
homothetic motions have been utilized in the analysis of 
spherically symmetric, and plane symmetric self-similar 
space-times6

•
7

; homothetic Weyl space-times,8 as well as in 
certain self-similar cosmologies. 9 

In this paper we are concerned with Einstein-Maxwell 
field equations 

Rpv = /;,<J f~ - ! gpv faP faP, 

fpv;v =jP, 

*fpv;v = 0, 

admitting a conformal motion 

L{;gpv = 2<pgp," 

(1.1 ) 

0.2) 

0.3 ) 

(1.4 ) 

where L denotes the Lie derivative, gpv is the metric of the 
space-time, and <p = ! s 1'; fl is a scalar function. The electro­
magnetic fieldfpv' and its dual *fpv' satisfy the identities 

I' fCTV _ * I' *'fCTV _ 1 (I' fpa) "V 
J p<J J p<J - 2 J ap up , (1.5 ) 

(1.6 ) 

Throughout this paper, the Greek indices are tensor indices 
and range over the values 1,2,3,4; and the lightface Latin a, 
b, c, ... denote tetrad indices. 

It has been shown (see, e.g., Ref. 4) that every curvature 
collineation 

L{;RpvP<J=O, (1.7) 

generated by a conformal vectorfieldS P [Eq. (1.4)] is also a 
Ricci collineation, 

L{;Rpv = 0, 

provided the scalar function <p satisfies 

<P;flv = o. 

(1.8 ) 

( 1.9) 

The problem that we wish to investigate may be posed in 
the following context. Suppose that the field equations 
0.1 )-( 1.3) are satisfied for a non-null electromagnetic 
field, and the space-time admits a conformal Ricci collinea­
tion. What restrictions are then imposed on the Maxwell 
fieldfpv, and its sourcejp? In particular, we want to deter­
mine whether or not these limitations depend on the form of 
the scalar function <p, as defined by Eq. (1.4). 

II. SOME GEOMETRIC RELATIONS DUE TO RICCI 
CONFORMAL SYMMETRY CONDITIONS 

In this section we make use of the proposed symmetry 
condition, and derive relations to be fulfilled by the field 
equations. These results will be used in the subsequent sec­
tion to simplify the computations. 

It is well known that a non-null electromagnetic field 
/,"" and its dual */,"" can be expressed in the form 

/,'" = 2 <po(nl' I" - n)/.) + 2i1po(m,Jii" - mpmv), 
(2.1 ) 

*/,'v = 2t/Jo(npl" - nJ/.) - 2i<Po(m,.m" - ml'm,,), 
(2.2) 

where <Po and t/Jo are the real and imaginary parts of the scalar 

<1> = !/pv(lPnv + ml'mV) = <Po + it/Jo' (2.3) 

The null vectors II', nP are real, ml' complex, and satisfy 

lpnl' = - ml'mP = 1, (2.4) 

with all other contractions being zero. 
The two invariants of the electromagnetic fields are 

fpvfvp = 4(<1>2 + $2) = 8(<p; - t/J;), (2.5) 
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(2.6) 

Einstein-Maxwell equations may now be written in terms of 
the above invariants and the tetrad of null vectors I f.l, nf.l, and 
mf.l and mf.l. We have1

0--12 

Rf.lY = A(lf.lny + nf.l( + mf.lmV + mf.lmy ) 

= 2A(lf.lny + nf.lly) - Agf.lY' 

where A is defined by the relation 

(2.7) 

A = 4<1><1> = 4(¢~ + tfo), (2.8) 

and the metric tensor has the form 

gf.ly = If.lny + nf.lly - mf.lmy - mf.lmy. (2.9) 

We may express A in terms of the invariants by forming 
the expression 

Rf.luR uv = A2o; = H (fa{3f{3a)2 + (fa{3*f{3a)2]8;, 

(2.10) 

where use has been made of Eqs. (1.5) and (1.6). We there­
fore have 

A2 = !(Rf.luR Uf.l) = H (ff.lyfvf.l)2 + (ff.lv *fYf.l)2]. 
(2.11 ) 

From Eqs. (1. 8) and (2.11) we obtain the restriction 
imposed on the invariant of the electromagnetic field, and 
may be written in the form 

Lr;A= -2¢A. 

Lie differentiation ofEq. (2.7) yields 

If.lLr; (nv) + nyLr; (If.l) + nf.lLr; (() + IvLr; (nf.l) 

- 2¢(ff.lny - nf.ll,') = O. 

(2.12 ) 

(2.13 ) 

The contraction of Eq. (2.13) with If.l, and nf.l, gives, 
respectively, 

Lr; (/f.l) = 2¢1f.l -1f.llaLr; (na ), 

Lr; (nf.l) = 2¢nf.l - nf.lnaL; (fa)' 

(2.14 ) 

(2.15 ) 

Equations (2.14) and (2.15) may be simplified if use is made 
of the normalization condition Eq. (2.4), which after differ­
entiation takes the form 

( 2.16) 

Eliminating the quantity na Lr; (la ) by means of Eq. (2.16), 
we may write 

(2.17) 

Lr;(nf.l) = (¢-A)nf.l' A=¢-laLr;(na )· (2.18) 

Similarly, making use of Eqs. (1.4), (2.9), (2.17), and 
(2.18), we obtain 

mf.lLr;(mf.l) +mf.lLr;(mf.l) = -2¢, (2.19) 

Lr;(ma) = (¢-o)ma' (2.20) 

Lr;(ma ) = (¢+8)ma, o=¢+muLr;(mu )' (2.21) 

We are now in a position to write the restrictions implied on 
Maxwell field, due to conformal Ricci collineation. We ob­
tain, after some algebra 

L;ff.lY = 2L;¢o(nf.l 1y - nylf.l) 

(2.22) 
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L; *ff.ly = 2Lr;t/lo(nf.lly - njf.l) 

- 2iLr;¢o(mf.l my - mymf.l) + 2¢ *ff.ly, (2.23) 

Equations (2.22) and (2.23) may be transformed into a 
more useful form. We may write these equations in the form 

L;ff.lY = Aff.lv +B*ff.lY' 

Lr; *ff.ly = A *ff.lv - B ff.lY' 

where 

A = (¢o Lr;¢o + t/lo Ldo)/(¢~ + tfo) + 2¢, 

B= (t/loLr;¢o-¢oLdo)/(¢~ +tfo)· 

(2.24) 

(2.25) 

(2.26) 

(2.27) 

Taking the covariant divergence of Eqs. (2.24) and 
(2.25), and making use of Maxwell equations, we obtain for 
the right-hand side of these equations, the relations 

yf.lV;v = Avff.lV +B~ff.ly + Ajf.l, 

y*f.lY;v = Ay * ff.lV - Bvff.lV - Bjf.l, 

where 

(2.28) 

(2.29) 

Yf.lV = L;ff.lv' (2.30) 

Finally, applying the identities Eqs. (A3) and (A5) and the 
compatibility condition Eq. (A4) for the vector field; f.l, we 
obtain for the left-hand side of Eqs. (2.28) and (2.29) the 
expressions 

(2.31) 

y*f.ly;v = O. (2.32) 

The implication of the equations derived in this section 
on the functions A, B, and ¢ as defined by Eqs. (2.26) and 
(2.27) are sought in the next section. 

III. DETERMINATION OF THE FUNCTIONS A, B, AND <I> 

It will be shown here that in order for the system of 
equations (1.1 )-( 1.3) to be consistent for a nontrivial, non­
null electromagnetic field under Ricci collineation, Eq. 
(1.8), the allowable conformal vector field must be homo­
thetic, 

¢ = const. (3.1) 

There are two cases to be treated separately; namely we 
can either have a conformally invariant non-null electro­
magnetic field 

case (a): Lr;ff.lv=O (3.2) 

or 

(3.3 ) 

Case (a): In this case we obtain from Eqs. (1.1), (2.24), 
and (2.25), the simple relation 

(A - 2¢)Rf.ly = 0, (3.4 ) 

which implies either (i) A - 2¢=I=O, Rf.ly = 0, or (ii) 
A = 2¢, Rf.ly =1=0. The results for the case of vanishing Ricci 
tensor have been obtained (see, e.g., Ref. 5). On the other 
hand, if Rf.lv =1=0, Eqs. (2.8) and (2.26) yield 

L;A = 0, A = 4(¢~ + tfo). (3.5) 

According to Eq. (2.12), a non-null electromagnetic 
field satisfies Eq. (3.5) if and only if 

¢=O. (3.6) 
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The condition ¢ = 0, for a non vanishing energy-mo­
mentum tensor of a non-null electromagnetic field, implies 
by virtue of Eq. (1.4), that the vector field; I-' must be the 
generator of an isometry group. The details of this case have 
also been worked out by Wooley, 13,14 in his analysis of Ein­
stein-Maxwell equations, under the assumptions 
L;RI-'v = 0, ;(I-';V) = 0, The results for case (a) may be sum­
marized in the following theorem, 

Theorem 1: In the combined Einstein-Maxwell theory, 
a non-null electromagnetic field, and the Ricci tensor, can­
not simultaneously be conformally invariant. 

An immediate consequence of Theorem 1 is that the 
conformal in variance of Ricci tensor may be shared by the 
energy-momentum tensor of a non-null electromagnetic 
field rather than the field itself. This in fact turns out to be 
the case, and embodies the main content of the case (b), 
specified by Eq. (3.3). 

Case (b): In this case Eqs. (2.28)-(2.32), and the van­
ishing of the covariant divergence of the energy-momentum 
tensor yield 

Bv *fl-'v = L; (jI-L) + (4¢ - A)jI-L - Avfl-''', (3.7) 

B"fl-'''=A" *fl-'''-BjI-L, (3.8) 

jl-LvF=O. (3.9) 

The analysis of these equations depends on whether the 
electromagnetic field is source-free,j I-' = 0, which we label it 
as case ( 1 b), or otherwise,j I-' ~ 0, which we denote it as case 
(2b). Consequently, the behavior of the functions A, B, and 
¢, if they exist at all, may depend on quite different condi­
tions. Similarly, by virtue of Eqs. (2.24)-(2.27), the behav­
ior of a nontrival Maxwell field may likewise be different. 

Case ( 1 b): Let us consider the source-free case. In this 
case, Eqs. (3.7)-(3.9) become 

B"fI-'V=Av *fl-'V, jl-'=O, 

Bv *fl-'v = - A" f /-LV. 

(3.10) 

(3.11 ) 

Inserting in these equations, the expressions for the field 
and its dual from Eqs. (2.1) and (2.2) and contracting the 
resulting two equations with the null vectors II-', nl-', ml-', and 
ml-', we find that for a non-null electromagnetic field, we 
must have 

(3.12 ) 

The constant value of A may be obtained from Eqs. 
(2.12) and (2,26). In fact we have 

A = ¢ = const. (3.13 ) 

The constant B is then restricted by either one of the 
following relations, obtained from Eqs. (2.26) and (2.27): 

L,¢o = - ¢¢o + BtPo, jI-L = 0, (3.14) 

L(I/Io= -¢tPo-B¢o, jI-L=O. (3.15) 

The corresponding relations for the Maxwell field, given 
by Eqs. (2.24) and (2.25), assume the form 

L;1;.v = ¢fl-'v + B *fl-'v' jI-L = 0, (3.16) 

(3.17 ) 

Case (2b): In this case, wherejl-'~O, Eq, (3.9) implies 
that for a nontrivalj I-' to exist, the determinant of the admis-
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sible non-null electromagnetic field must vanish. The van­
ishing of the determinant is equivalent to the vanishing of the 
invariant 15 

(3.18 ) 

The physical implication ofEq. (3.18) is the orthogona­
lity of the electric and the magnetic fields in a local Minkow­
skian frame. From Eqs. (2.6) and (3.18) we have either 

tPo = 0, ¢o~O, jI-L~O, (3,19) 

or 

(3.20) 

In either case, the function B, as given by Eq. (2.27) is 
equal to zero. Equations (3.7) and (3.8) and the Lie differ­
entiation of (3,9) give us 

LJI-' + (4¢ -A)jI-L -Avfl-'V = 0, 

Avf "'I-'V = 0, 

fVI-'L;jI-L=O. 

(3.21 ) 

(3.22 ) 

(3.23 ) 

Multiplying Eq. (3.21) byfC71-' , and making use ofEqs. (1.5), 
(1.6), and (3.22), we obtain 

(3.24 ) 

Since (ff) is the only non vanishing invariant of the elec­
tromagnetic field in this case, we must have AI-' = 0, or A is at 
most a constant. With A being a constant, Eqs. (2.12) and 
(2.26) give the results 

A = ¢ = const, (3.25 ) 

L, (tPo) = - ¢tPo' tPo~O, ¢o = 0. (3.27) 

The corresponding restrictions on the electromagnetic 
field and its source are obtained from Eqs. (2.24), (2.25), 
and (3.21). They will take theform 

L,fl-'v = ¢fl-'v, 

L; *1;.v = ¢* fl-'v' jI-L~O, 

L;jI-L= -3¢jI-L. 

(3.28 ) 

(3.29 ) 

(3.30) 

The results obtained for case (b) may be stated in the 
following theorem. 

Theorem 2: In the combined Einstein-Maxwell theory, 
the energy momentum tensor of a non-null electromagnetic 
field, with or without a source, and the Ricci tensor, are 
simultaneously conformally invariant, if and only if the con­
formal vector field is homothetic. 

IV. A PARTICULAR SOLUTION 

In this section we construct a special source-free 
(jI-L = 0) solution, satisfying the conditions (a) the princi­
pal null directions II-', and nl-' are geodesics, (b) the null tet­
rad of vector II-', nl-', ml-', and ml-' are parallelly propagated 
along II-' and nl-', and (c) the null geodesics with tangent 
vectors I I-' and nl-' are twist-free. 

The particular solution to Einstein-Maxwell equations 
satisfying the above requirements has been found, using the 
Cartan's equations of structure. We will not, however, pres­
ent the details of the calculations here, since it has also been 
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worked out by Tariq and Tupper l6.17 in Newman-Penrose 
formalism (Debney and Zund18

•
19 also give some useful re­

sults shared by the principal null geodesics, and when the 
tetrad vectors are parallelly propagated along them). Our 
problem therefore reduces to determine whether or not Eq. 
( 1.4) admits a nontrivial homothetic solution for the given 
metric obtained from the field equations. 

The solution to Einstein-Maxwell equations under the 
assumed conditions (a), (b), and (c), may be specified by 
the relations 

ll'=o~, nl'=o~, ml'=Alo~+A20~, (4.1) 

where the coordinates are x 1'; (Xl = U, x 2 = r, x 3 = y, 
X4 = z), and the functions AI' and ,1,2 are, respectively, 

AI = (l//i)unr m, ,1,2 = (il/i)umr n, (4.2) 

with m = (.J3 - 1)/4, and n = - (.J3 + 1)/4. The metric 
is defined by Eq. (2.9) and the Maxwell field by Eqs. (2.1)­
(2.3), with 

<1><1> = ,p~ + I/lo = 1I8ur. 

The only nonvanishing spin coefficients are 

P =p = - 1I4r, /-l =ji = 1I4u, 

0' = i7 = .J3/4r, A = X = .J3/4u, 

having the intrinsic derivatives 

(4.3 ) 

(4.4 ) 

(4.5 ) 

Dp = 4p2, DO' = 4pO', !::.J-l = - 4/-l2, ~ = - 4A/-l, 
(4.6) 

with all other intrinsic derivatives being zero. 
With these spin coefficients, the commutation relations 

Eqs. (B1Oa)-(B1Od), the tetrad components of the homo­
thetic vector field ba (a = 1,2,3,4), Eqs. (B5a)-(B5j), and 
its corresponding compatibility conditions, Eqs. (B 13)­
(B 17), assume the form, respectively; 

(M) - DI:..)t/J = 0, (4.7a) 

(0"3 -"30)t/J = 0, (4.7b) 

(oD-Do)t/J= -pot/J-O'8t/J, (4.7c) 

(01:.. - I:..o)t/J = /-lot/J + A8t/J, (4.7d) 

Dbl=O, (4.8a) 

I:..b2=0, (4.8b) 

0b3 = Abl - O'b2' (4.8c) 

I:..bl + Db2 = 2,p, (4.8d) 

obi + Db3 = - Pb3 - O'b4' (4.8e) 

0b2 + I:..b3 = /-lb3 + Ab4' ( 4.80 

8b3 + 0b4 = - 2,p + 2/-lbl - 2pb2' (4.8g) 

"3b4 = Abl - O'b2' (4.8h) 

"3bl + Db4 = - Pb4 - O'b3' ( 4.8i) 

"3b2 + I:..b4 = /-lb4 + Ab3' (4.8j) 

bll:..t/Jo + b2Dt/Jo - b3"3t/JO - b40t/JO + 2t/Jo(Db2 - 0b4) 

=2t/Jo(,p+Pb2-/-lbl)' (4.9a) 

t/Jol:..b4 + t/J2 (2Db3 - 0b I) 

= 2t/Jo(Ab3 + /-lb4) - 2t/J2( Pb3 + O'b4) , 

b ll:..t/J2 + b2Dt/J2 - b3"3t/J2 - b40t/J2 = - 2,pt/J2' 
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(4.9b) 

( 4.9c) 

t/J4Db3 - t/J2(8b2 - 21:..b4) 

= 2t/J2(Ab3 + /-lb4) - t/J4( Pb3 + O'b4) , 

= 2t/J4(,p - /-lbl + Pb2)' 

where 

(4.9d) 

( 4.ge) 

(4.10) 

are the nonvanishing scalars associated with the Weyl ten­
sor. 

The compatibility conditions, Eqs. (4.9a)-(4.ge), and 
the commutation relations Eqs. (4.7a)-(4.7d), when use is 
made ofEq. (4.10), give us the results 

Obi = 8bl = 0b2 = 8b2 = 0, ( 4.11) 

I:..bl = 4/-lbl' (4.12) 

Db2 = - 4Pb2' (4.13 ) 

I:..b3 = /-lb3 + Ab4' (4.14 ) 

0b3 = Abl - O'b2' (4.15 ) 

Db4 = - Pb4 - O'b3' (4.16) 

I:..b4 = /-lb4 + Ab3' ( 4.17) 

The integration of Eqs. (4.8a)-(4.8j) gives for the tetrad 
components of b a, 

bl=cu, (4.18) 

b2 = (2,p - c)r, (4.19) 

b3 = d l yu - nr - m - id2 ZU - mr - n + FI (u,r), (4.20) 

b4 = d l yu - nr - m + id2 zu - mr - n + F2(u,r), (4.21) 

wherec, d l , andd2 are constants, andFI ,F2 are two arbitrary 
integration constants. The constants d I and d2, may be ex­
pressed in terms of the constant c, and the homothetic con­
stant ,p, 

d l = (a - /i,p)/2, d2 = a12, 

a = ,J6c/2 + /i( 1 - .J3),p12. 
(4.22) 

The arbitrary constants of integrations F» F2 must satisfy 

FI.r - (1I4r)FI + (.J3/4r)F2=0, 

FI,u - (1I4u)FI - (.J3/4u)F2 = 0, 

F2r - (l/4r)F2 - (.J3/4r)FI = 0, 

F2,u - (1I4u)F2 - C.J3/4u)FI = 0. 

(4.23 ) 

The only admissible solution to the system of equations 
in (4.23) is the trivial solution 

(4.24) 

The complete particular solution to the Eqs. (1.1)­
(1.9) with respect to the system of coordinates (u,r,y,z) may 
be expressed in the following form. 

For the metric we have 

Abbas M. Faridi 1373 



                                                                                                                                    

g,> ~ (~ 
0 0 

0 0 -,~ J' 0 _ U~2nr~2m 

0 0 -U r 
(4.25 ) 

g" ~ (~ 
0 

o ) 0 0 0 

0 _ u2nr 2m o ' 
0 0 _ u2mr 2n 

where m = (.J3 - I )/4, and n = - (.J3 + I )/4. The Maxwell field becomes 

- [(cOS€)/~](ur)~1/2 

o 
o 
o 
o o 

o 

where € is an arbitrary real constant. The homothetic vector 
field t I' takes the form 

tu=cu, t r =(2¢-c)r, 

t y
= -CIY' t z =c2 z, 

where the constants C I and C2 are 

C I = fj(c - ¢)12, C2 = ,J3c/2 + (1 - fj)¢/2. 

( 4.27) 

(4.28 ) 

From Eq. (4.26), we see that both electric and magnetic 
fields are in the radial direction with respect to the adopted 
coordinate system (u,r,y,z). In addition to the homothetic 
motion, the solution admits a three-parameter group of mo­
tions, 

1]t = 8;, 1]'t = 8;, 

1]) = ufY:, - r8~ - dy8; + dz8;, 

where the constant d = ,J3c/2 may be obtained from Eq. 
(4.28), by letting ¢ = o. 

APPENDIX A: CONFORMAL MOTION 

We summarize here some of the relevant relations con­
cerning a conformal motion. A space-time is said to admit a 
conformal motion if there exists a vector field t p

, such that 

(AI) 

where the symbol Lr; denotes Lie differentiation with respect 
to the vector field t 1', and ¢ is a scalar function satisfying 

¢ = 1 tp;f.l. (A2) 

Every conformal motion must satisfy 

Lr;r~a = ¢;O'~ + ¢;v~ - g""gpa¢;a. (A3) 

The integrability condition for (AI) can be shown to have 
the form 

tp;v;a = t"'R",avp + ¢;O'gpv + ¢;vg pa - ¢",/lgva' (A4) 

For an arbitrary tensor K pv, we have the identity20 

Lr;(KpV;a) - (Lr;KpV);a = (Lr;r':t(3)K(3v + (Lr;r~(3)Kp(3. 
(AS) 
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(4.26) 

- (sin €)/~ 

The Lie differentiation of the Riemann tensor can be ex­
pressed in the form 

Lr;R ~va = (Lr;r~p );v - (Lr;r~p );0'. (A6) 

The curvature collineation is defined by the relation 

Lr;R ~va = 0, (A7) 

which by virtue of Eqs. (A2) and (A3) gives the restriction 
on¢ 

¢;f.lv = o. (A8) 

The contraction ofEq. (A7) yields the Ricci collineation 

(A9) 

The integrability conduction for (A 1 ) is generally expressed 
in terms of the vanishing of the Lie derivative of the confor­
mal Weyl tensor 

L(;C~va = O. (AIO) 

APPENDIX B: CONFORMAL MOTION AND ITS 
COMPATIBILITY CONDITIONS IN TETRAD 
REPRESENTATION 

In the following we write the tetrad components equa­
tions of Eqs. (A I) and (A 10) . We choose a tetrad of null 
vector II', nP, mP, mP, with II' and nP real and mP complex. 
The only non vanishing contractions are 

IpnP = - mpmP = 1. (BI) 

A frame defined by the inner product 
I' b _ ,;:b I' a _ ,;:u. 

eae/-l-ua , eaev-U'v' (B2) 

where e ~ (l 1', nP , mP , mp
), induces a metric of the form 

(

0 

ab I 
1]ab = 1] = ~ 

o 
o 
o 

o 
o 
o 
-I 

~} a,b 1,2,3,4. 

(B3) 

Equation (A I) in tetrad representation takes the form 

ta;b + tb;a = 2¢1]ab + t C( Yacb + Ybca), (B4) 
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where Yabc are the Ricci rotation coefficients. Equation (B4) 
is equivalent to the set of scalar equations 

D;I = (t: + E');I - /(;3 - K;4' 

t::..;2 = - (Y + n;2 + V;3 + V;4' 

0;3 = A;I - a;2 - (a - (3);3' 

8;4 = A;I - 0-;2 - (a - (3);4' 

(BSa) 

(BSb) 

(BSc) 

(BSd) 

D¢ = ¢;,ull'-, t::..¢ = ¢;,unl'-, 

8¢ = ¢;,uml'-, 8¢ = ¢;,uml'-, 

and are satisfied by the commutation relation 

t::..D-Dt::..= (y+y)D + (c+E')t::.. 

- (7 + iT)8 - (1'+ 1T)0, 

(B9) 

(BlOa) 

t::..;1 + D;2 = 2¢ + (Y + Y);I - (c + E');2 

+ (1T -7);3 + (iT - 7);4, 

0;1 + D;3 = eli' + [3 + iT);1 - K;2 

(BSe) 
8D - D8 = (a + [3 - iT)D + Kt::.. - a8 - (p + c - E')o, 

(BlOb) 

+ (c - E' - p); 3 - a; 4' 

8;1 + D;4 = (a + 73 + 1T);1 - /(;2 

+ (E'-c-P);4-0-;3' 

0;2 + t::..;3 = V;I - (a + [3 + 7);2 

(BSf) 

(BSg) 

(BSh) 

8t::..-t::..o= -vD+ (7-a-[3)t::.. 

+ A8 + ( ,u - Y + y)o, 

88-88= (ji-,u)D+ (p-p)t::.. 

- (a - (3)8 - (73 - a~o. 

Equation (AlO) can be written in the form 

(BlOc) 

(BlOd) 

+ (,u + Y - Y);3 + A;4' 
8;2 + t::..; 4 = v; I - (a + 73 + 7);2 

+ (ji + Y - Y);4 + A;3' (BSi) 
Cabcd;p; p + C pbcd; P;a + C apcd ; P;b + C abpd; P;c + C abcp; P;d 

= 2¢Cabcd + ;P[ C rbcd (Yarp + Y rpa) 

8;3+0;4= -2¢+ (,u+ji);I- (p+p);z 
+ Carcd (Yb P + Y rpb ) + C abrd (Yc P + Y rpc) 

+ (a -fi);3 + (a - (3);4' (BSj) +Cabcr(Ydrp+yrpd)]' (Bll) 
where the spin coefficients a[3y· .. are related to the Ricci 
rotations and may be expressed in the form 

Yl31 = K, Y132 = 7, Y133 = a, Y134 = p, (B6) 

The independent components of conformal curvature tensor 
may be expressed in terms of the five complex scalars tPo, 
tPl>".,tP4' We have 

Y241 = - 1T, Y242 = - v, 

Y243 = -,u, Y244 = - A, 

Y12l = c + E', YI22 = Y + y, 
Y123 =[3 + a, YI24 = a +73. 

(B7) 

(B8) 

CI212 = tP2 + ¢2' CI213 = tPI' CI223 = - ¢3' 

CI234 = - tP2 + ¢2' Cl313 = tPo, CI324 = - tP2' 

CI334 = - tPI' C2323 = ¢4' C2334 = - ¢3' 

C3434 = tP2 + ¢2' CI314 = CI323 = C2324 = O. 

(Bl2) 

The intrinsic derivatives are defined according to the rela- Making use of Eqs. (BSa)-(BlOd), and (Bl2), Eq. (Bll) 
tions becomes 

;AtPo + ;2DtPO - ;38tPO - ;40tPO + 2tPo(D;2 - 8;4) + 2tPi (0;1 - D;3) 

= 2¢tPo + 2tPo[ (2y - ,u);1 + (c - E' + P);2 + (1T - 2a);3 + (iT - [3 - a);4] 

+ 2tPI[( [3+ a - 27- iT);1 -K;2 + (E' - c+ 2p -P);3 + a;4] , 

;AtPl + ;2DtPI - ;38tPI - ;40tPI - tPOt::..;4 + tPl (D;2 - 8;4) + tP2(8;1 - 2D;3) 

=tPo[(1T+7);2- A;3+ (y-y-,u);4] +tPI[(2y-,u);1 + (c-E'+P);2+ (1T-2a);3 + (iT-a-[3);4] 

+ tP2[ (a + [3 - 2iT - 37);1 - K;2 + (3p - P - 2c + 2E');3 + 2a;4] , 

;1t::..tP2 + ;2DtP2 - ;38tP2 - ;40tP2 + tPl (6;2 - t::..;4) + tP3(8;1 - D;3) 

= - 2¢tP2 + tPI[V;1 + (21T+ 7- a -73);2 -A;3 + (Y - y+ji - 2,u);4] 

+ tP3[ (a + [3 - 27 - iT);1 - K;2 + (2p - P - c + E');3 + a;4], 

;AtP3 + ;2DtP3 - ;38tP3 - ;40tP3 - tP4D;3 + tP3(t::..;1 - 8;3) + tP2(8;2 - 2t::..;4) 

= tP2[ V;I + (31T + 27 - a -73);2 - U;3 + (2y - 2y + ji - 3,u);4] 

(B13) 

(Bl4) 

(BlS) 

+ tP3[ (y - Y - ji);1 + (p - 2C);2 + (a + 73 - 7);3 + (2[3 - 7);4]+ tP4[ - (7 + iT);1 + (E' - c + P);3 + a;4], 

(BI6) 

;AtP4 + ;2DtP4 - ;38tP4 - ;40tP4 + 2tP4(t::..;1 - 8;3) + 2tP3(8;2 - t::..;4) 

1375 

= 2¢tP4 + 2tP3[V;1 + (21T + 7 - a -73);2 -A;3 + (Y - y +ji - 2,u);4] 

+ 2tP4[ (y - Y - ji);l + (p - 2t:);2 + (a + 7J - 7);3 + (2[3 - 7);4]' 
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The field equations for the class of perfect fluid space-times with local rotational symmetry in 
which the authors had earlier shown the Dirac equation separates are studied. For the vacuum 
and dust cases all possible solutions are exhibited. Other solutions correspond to radiation, a 
stiff fluid, and a fluid with negative pressure. 

I. INTRODUCTION 

In an earlier paper I (hereafter referred to as I) we inves­
tigated the problem of separability of the Dirac equation in 
perfect fluid space-times with local rotational symmetry and 
showed that separation was possible only in a certain sub­
class of the whole family. The geometrical properties of these 
space-times were also obtained but the question of the specif­
ic space-times in this subclass was left unanswered. In this 
paper we study the field equations for these particular space­
times and attempt to isolate those exact solutions which fall 
in this category. For the vacuum (p = p = 0) and dust 
(p = 0) cases all the possible solutions are exhibited. Some 
exact solutions for other interesting sources like radiation 
(p = jp), a stiff fluid (p = p), and fluid with negative pres­
sure (p + p = 0) are also obtained. Though most of these 
solutions were known earlier we present a unified and sys­
tematic treatment of the different cases of particular interest 
as background metrics wherein our earlier separation of 
variables for the Dirac equation is applicable. 

In the next section we set up the field equations for the 
relevant solutions. In Secs. III and IV we obtain all the vacu­
um and dust solutions, respectively. Section V contains some 
solutions corresponding to radiation, a stiff fluid, and a fluid 
with negative pressure. 

II. SPACE-TIMES WITH LOCAL ROTATIONAL 
SYMMETRY WHEREIN THE DIRAC EQUATION 
SEPARATES 

As demonstrated in I the space-times with local rota­
tional symmetry in which the Dirac equation separates are of 
the following four types. 

Case I: 

ds2 = (l/F2)dx02_dxI2 _ y2(dx22 + t 2dx32 ), 

where 

F=F(x l
), y= nxl). 

Case III: 

ds2 = dxo' _ X 2 dX l2 _ y2(dx22 + t 2 dX32 ), 

with 

X=X(xo), Y= Y(xo). 

Case II a: 

(1a) 

(1b) 

(2a) 

(2b) 

ds2 = (l/F2)dx02 _X 2dx12 _ y2(dx22 + t 2dx32 ), 

(3a) 

where 

F= F(xo), X = X(XI), Y = Y(XI). 

Case II b: 

(3b) 

ds2 = (1IF2)dxo' _ X 2 dX l2 _ y2(dx22 + t 2 dX32 ), 

(4a) 

where 

F=F(xo), X=X(x l), Y= y(xo). (4b) 

In the above equations t is one of the four functions 

(i) t = const, (ii) t = x 2
, 

(iii) t = sin(x2
), (iv) [= sinh(x2 ). 

(5) 

It is clear that the solutions corresponding to [ = const 
and [ = x 2 are related trivially by transformations from Car­
tesian to cylindrical coordinates in the X 2_X3 plane, i.e., 

(6) 

Consequently, these two cases can be treated together. 
Further, in Cases II a and II b, by the following transforma­
tion of coordinates 

o-J dxo I-JX(-I)d- I X - ----, x - x x F(xo) , (7) 

the line elements become the following. 
Case II a: 

ds2 = dx0
2 

_ dx l' _ y2(dx22 + [2 dx3'), (8a) 

where 

y= Y(XI). 

Case II b: 

ds2 = dx02 _ dx l' _ y2(dx22 + [2 dx3'), 

with 

(8b) 

(9a) 

(9b) 

In this form Eq. (8) is a special case of (1) with 
F = const while Eq. (9) is a special case of Eq. (2) with 
X = const. 

Choosing units c = 81TG = 1 and signature 
( + , - , - , - ) the field equations are 

Gab = Tab' 

where for a perfect fluid 

Tab = (p + p) Ua Ub - pgab' 

Introducing € such that 

( lOa) 

(10b) 
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{

O' 
E= + 1, 

- 1, 

for t = const, 

for t = sin(x2), 

for t = sinh(x2
). 

Equation (lO) for Case I becomes 

Y y2 
2_,1_1 +_._1 _~= _p, 

Y y2 y2 

Y F y2 2_,1_,1 ___ ,_1 +~= _p, 
YF y2 y2 

F;I _ Y;I _ ; (2; _ Y;) = _po 

For Case III one obtains 

x Y y2 
2 ;/ + ~~ + ;2 =p, 

y y2 
2~+-'O-+~= _p, 

Y y2 y2 

Y X y X 
~+~+~=-p. 

Y XY X 

(11 ) 

(12a) 

(12b) 

(12c) 

(13a) 

(13b) 

( 13c) 

As mentioned earlier, Case II a corresponds to 
F = const in Eqs. (12) while Case II b corresponds to 
X = const in Eqs. (13). 

The field equations should be supplemented by the 
equation of state for the perfect fluid which we prescribe to 
be of the form 

P = (y - l)p. 

The conservation equation for Tab gives 

Tab;b = 0. 

For Case I Eq. (15) gives 

P,o = P,2 = P,3 = ° 
and 

py4FY/(Y- I) = const, 

while for Case III we have 

p(Xyz)Y = const =Po' 

P,I =P,2 =P,3 = 0. 

(14) 

(15) 

(16a) 

(16b) 

(17a) 

(17b) 

Though not useful for the vacuum and dust cases the 
above "first integrals" are useful in the other cases. 

III. VACUUM SPACE-TIMES (y=1;p=p=Oj 

Case I: If F = const, Eqs. (12) become 

Y:I=E,Y,ll=O. (18) 

Thus for E = 0, one obtains a flat space-time in Carte-
sian coordinates while for E = + 1 one finds y2 = (XI)2, 
which is a flat space-time in spherical polar coordinates. 
There is no solution for E = - 1. 

From Eqs. (12a) and (12b) y = const is possible only if 
E = 0. In this case Eq. (12c) gives 

F.ll/F- 2F:I/F
2 = 0, 

which on integration yields 

l/F2 = (XI)2 

(19) 

(20) 

(here and in later parts all trivial integration constants are 

1378 J. Math. Phys., Vol. 28, No.6, June 1987 

transformed away by a suitable translation or scaling). This 
is just a Minkowski space-time in Rindler coordinates 

(21) 

In general (i.e., if F.I #0, Y,I #0) by adding Eqs. (12a) 
and (12b) and integrating we obtain 

FY,I = C I · (22) 

Equation (12a) can be rewritten as 

2Y,1l/(Y:I -E) + l/Y=O, 

which on integration gives 

Y(Y:I -E) =Cz. 

(23) 

(24) 

Solutions of (22) and (24) satisfy (12c) identically. 
Hence a solution of Eq. (24) yields a solution of the field 
equation. From Eq. (24) for E = 0, we obtain 

y2 = (X I )4/3, F2 = (xl)Z/3, (25) 

which is the plane symmetric Taub solutionZ 

ds2 = Z-1/2(dT 2 
- dz2) - z(dx2 + dyz); z> 0, 

(26a) 

as follows by the transformations 

T = (V l/3X O, Z = (V 4/3 (X I )4/3, 

X = (~) -2/3X2, Y = (V -2/3X3. 

For E = 1, the solution may be implicitly given as 

Y= - (cz/2)(1 +cosh(2p»), 

F= ± clcothp, 

± Xl + C3 = - (c2/2)(sinh(2p) + 2p). 

(26b) 

(27) 

On transforming to coordinates (XO,p,X2,X3
) , one obtains 

ds2 = tanhz p dX02 - 4c~ cosh4 P dp2 

_ c~ cosh4 p(dX22 + sinz XZ dX3
2
). (28) 

This is just a Schwarzschild solution of mass c2/2 as can be 
seen by transforming to coordinate r: 

r=c2 cosh2 (p). (29) 

It is also one of the Levi-Civita degenerate static vacuum 
solution type AI (Ref. 3). 

For E = - 1 one obtains 

Y=C2sin2(p), F= ±c I tan(p), 

± Xl + C3 = - (c2/2)(sin(2p) - 2p), 
which in coordinates (xo, p, x 2, x 3

) give 

(30) 

ds2 = cot2 P dx0
2 

- c~ sin4 p ( 4 dp2 + dxZ2 + sinh2 XZ dX
32

). 
(31) 

This is the degenerate static vacuum solution due to Levi­
Civita3 which in the classification of Ehlers and Kunde is 
class All. In terms of coordinates 

z = C2 sin2 p, (32) 

ds2 = (c2/z - 1 )dx0
2 

- ((c2/z) - 1)-1 dzz 

_ z2(dx22 + sinh2 x 2 dX32 ). (33) 

Case III: Let us now turn to Eqs. ( 13). If X = const they 
become 

Y:o = - E, Y,oo = 0. (34) 
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As for Eqs. (12) for E = ° one has a flat space-time in Carte­
sian coordinates while for E = - 1 one obtains y2 = xo'. 
This is just a Milne universe: a flat space-time in Rindler-like 
coordinates, as can be seen by the transformations 

XO = XO cosh x 2, Xl = Xl, 

X2 = XO sinh x 2 cos x3, X3 = XO sinh x2 sin x 3. 
(35) 

From Eqs. (13a) and (13b) Y = const is possible only if 
E = 0. In this case Eq. (13c) gives 

X,oo = 0, i.e., X = xO. (36) 

This again is a flat space-time in Rindler-like coordinates 

(37) 

We now consider cases when neither X nor Yis constant. As 
before, taking the difference of Eqs. (13a) and (13b) and 
integrating we obtain 

X=CIY,o' (38) 

Equation (13b) on integration gives 

Y(Y~ +E) =C2. (39) 

Solutions of Eqs. (38) and (39) satisfy Eq. (13c) identical­
ly. For € = ° one obtains 

(40) 

which is a Kasner space-time with local rotational symme­
try. The Dirac equation in this case is treated in more detail 
elsewhere.4 

For E = + 1 we obtain 

Y = C2 sin2 T, X = ± c i cot T, 

± XO + c3 = (c2/2) (2T - sin 2T), 
(41 ) 

which in terms of coordinates (T, Xl, x 2
, x 3

) gives 

ds2 = 4c~ sin4 T dT 2 - ci cot2 T dx l
' 

- d sin4 T(dx2
' + sin2 x 2 dx3'). (42) 

Transforming to 

T = C2 sin2 T, r = CIX
I (43) 

yields the "inner" sector of the Schwarzschild solution, i.e. 
(r < c2 ) 

ds2 = (c2IT-1)-1 dT 2 
- (c2IT- l)d? 

_ T 2 (dx2' + sin2 x2 dx3
'). 

For E = - 1, on the other hand, 

Y = - C2 cosh2 T, X = + C I tanh T, 

± XO + C3 = (c2/2) (sinh 2T + 2T), 

which in terms of ( T,x I ,x2 ,x3) yields 

ds2 = 4c~ cosh4 T dT 2 
- ci tanh2 T dx l

' 

_ c~ cosh4 T(dx2
' + sinh2 x 2 dx3

'). 

Once again going over to 

T= C2 cosh2 T, r = CIX
I
, 

we obtain 
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(44) 

(45) 

(46) 

(47) 

ds2 = (1 - c2IT)-1 dT 2 - (1 - c2lT)dr 

- T 2(dx2' + sinh2 x 2 dx3'). (48) 

This solution is to the Levi-Civita static solution All (Ref. 
3), the analog of the R < 2M region of the Schwarzschild 
solution. 

IV. THE DUST SOLUTIONS (y=1,p=O) 

In Eq. (12) corresponding to Case I for dust, if F',I = 0, 
then Eqs. (12b) and (12c) become 

Y~I - E = 0, Y,ll = 0, (49) 

which when compared with Eq. (12a), givesp = 0. Thus no 
dust solutions are possible in this case. Similarly, for Y~l = E 

no dust solutions exist. 
In general, however, Eq. (120) gives 

F',l IF = (Y~l - €)/2Yy'l' (SO) 

Differentiating (SO) and substituting in Eq. 02c) one ob­
tains 

(51) 

which employing (12a) givesp = 0. Thus no dust solution is 
possible for Eq. (12). They seem to be possible only in 
metrics of subclass III corresponding to Eq. (13). 

If X,D = 0, Eqs. (13) yield 

Y~o + €=p, 

Y.oo/Y + (Y~ + E)ly2 = 0, (52) 

Y,oo/Y=O, 

which are consistent only for p = 0. Thus one does not have 
dust solutions with X = const. From Eq. (13b) Y = const 
solutions are only possible for € = 0, which from (13a) im­
plies p = 0. Thus one does not have such dust solutions ei­
ther. If X,D #0, 1'.0 #0, Eq. (13b) can be rewritten as 

21'.0 Y,ool (Y~o + E) + y'olY = 0, (53) 

which gives 

Y (Y~o + €) = const. (54) 

For E = 0, Eq. (54) is solved by 

Y = (CjXo + C2 )2/3. (55) 

Replacing Yin (13c) from Eq. (55) one obtains for X, the 
differential equation 

X,TT - !X,T - ~ = 0, (56a) 

where 

(56b) 

Consequently, the general solutions for X is 

X = [C3(C lXO + c2 ) + C4 ]1(ClXO + C2 ) 1/3. (57) 

Substituting for X and Y from Eqs. (55) and (57) in Eq. 
(13a) yields p: 

(58) 

By a simple translation and scaling, the metric becomes 

(59a) 
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where 

a = c4/c3 and p = ~(X02 + axo) -I. (59b) 

For the special choice of a = 0, Eqs. (59) yield 

ds2 =dx02 _xo
4
!3(dx I2 +dx2

' +dx3'), (60a) 

p = 4/(3xo'). (60b) 

This is the Einstein-de Sitter solution for dust which has 
homogeneous and isotropic spatial sections. However, if 
a #0 we obtain a more general solution which does not seem 
obviously equivalent to the a = 0 case. For c = 1, the solu­
tion may be written in the implicit form 

Y= C 1 sin2 T, 

± XO + C2 = (c/2) [2T - sin 2T]. 

Substituting (61) in Eq. (13c) then gives 

X,TTIX - 21sin2T= O. 

(61) 

(62) 

By inspection X = cot( T) is a solution to the above equa­
tion. To find the other solution let 

X= Vcot(T) (63) 

in Eq. (62) so that V satisfies 

V,TTIV,T = 2 csc2 T Icot T. (64) 

The above equation is integrated and finally one has 

X = c3 (1 - Tcot T) + C4 cot T. (65) 

Substituting (61) and (65) in Eq. (12a) we have 

p = c3/ci sin4 T [c3 - cot T(c3 T - c4 )] • (66) 

In terms of ( T,x 1 ,x2 ,x3
) one has 

dsl = 4 sin4 T dT 1 
- [1 - cot T( T - C)]2 dx l' 

_ sin4 T(dx22 + sin2 x 2 dX32 ), 

p = l/sin4 T[ 1 - cot T( T - C)] . 

Similarly, for c = - 1, 

Y = c1 sinhl T, 

± XO + c2 = (c/2) (sinh 2T - 2T). 

Substituting into Eq. (13c) gives 

X,TTIX - 21sinh2 T= O. 

(67a) 

(67b) 

(68) 

(69) 

As before, since X = coth T is a solution of (69) we write 

X= Vcoth T, 

V is then a solution of 

V,TTIV,T = (2 csch2 T)1(coth T), 

and consequently 

X = C3 (T coth T - 1) + C4 coth T. 

For this case 

(70a) 

(70b) 

(71) 

p = c 31 ci sinh 4 T [c 3 ( T coth T - 1) + c 4 coth T] . 
(72) 

In terms of ( T,x 1 ,x2 ,x3) we thus have 

dsl =4sinh4 TdT 2
- [(T +fJ)coth T-lfdx

l2 

1380 

_ sinh4 T(dx22 + sinh l x 2 dX32 ), 

p = l/sinh4T[ (T + f3)coth T - 1], 
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(73a) 

(73b) 

The dust solutions given by Eqs. (67) and (73) for 
c = ± 1 are those obtained by Kantowski and Sachs.5 

v. OTHER SOLUTIONS 

If F = const, adding twice Eq. (12c) to (12b) one finds 
that the equations are consistent with (12a) only if 
p + 3p = O. This case is not of physical interest. Similarly if 
X = const adding two times (13c) to (13a) one finds that 
there is consistency with (13b) only for p = p, i.e., r = 2. In 
this case, choosing X = 1 we obtain from Eq. (17) 

p = d/4y4. (74) 

Substituting in Eq. (13a) and integrating we get 

° f 2YdY 
x = ~ci _ 4cy2 . 

(75) 

For c = 0, the solution after suitable scalings give 

ds2 = dx02 _ dX l2 _ xO(dx2' + X22 dx3'), (76a) 

p=ci/4x0
2
. (76b) 

For c = 1, similarly, 

ds2 = dx0
2 

_ dX l2 _ (ci 14 - X0
2
) (dX22 + sin2 x 2 dX32 ), 

p = (ci 14) (ci 14 _ X02) - 2, 

whereas for c = - 1, 

ds2 = dx02 _ dX l2 _ (X0
2 

_ ci/4)(dx22 

(77a) 

(77b) 

+ sinh2 x 2 dx3'), (78a) 

p = ci 141 (X0
2 

- ci 14 )2. (78b) 

The solutions given by Eqs. (76), (77), (78), for a r = 2 
fluid is to our knowledge new. 

Let us consider Eq. (13) for c = O. Adding (r - 1) 
times Eq. (13a) to Eq. (13b) and integrating one gets 

X=CI(Y~OyY)I/2(y-l). (79) 

Since 

p = C(Xy2) - Y, 

one thus gets 
_ _ (Y )y/(y-l)yy(4- 3y)/2(y- I) 

p-~- » ' 

where 

cy = clcf. 

Equation (13b) thus becomes 

2Y,oo/Y + Y~oly2 

(80) 

(81a) 

(8Ib) 

= - (r_1)cyY:c;'(y-l)yY(4-3Y)!2(y-l). (82) 

The above equation will now be solved for the following 
interesting physical cases. 

(a) r=2 (p=p). 
For this value the right-hand side ofEq. (82) is propor­

tional to yvy2. Thus integrating (82) yields 

Y= (C
I
Xo+c

3
)1/(I+a), 

where 

2a= 1 +c/d. 
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Then Eq. (79) gives X as 

X= (CJC2) (1 +a)(c~0+C3)(a-I)/(a+1). 

After the usual scalings one thus has 

ds2 = dxo' _ (xO)2(a-I)/(a+ I) dxl' 

_ (xo) 2/(\ +a)(dx2' + dx3'), 

P = c!ci (1 + a)2xO'. 

(84) 

(85a) 

(85b) 

This solution is identical to one of the solutions in Vajk and 
Eltgroth. 6 

(b)Y=j (p=~p), 

In this case P is proportional to Y~ and hence Eq. (82) 
becomes 

21'.oolY + Y~01y2 = - (3Y~, 

where 

(86a) 

(3 = jcc l-
4/3. (86b) 

Substituting YY~o = u into the above equation and inte­
grating one obtains 

u = YY~o = (c2 +(3y)-I, (87) 

whose solution may be written as 

Y = (c2/(3)sinh2 T, 

± XO + c3 = (cU16v'!P)[ sinh 4T - 4T 1 , (88) 

X = c Ic2fi3 (cosh3 T) 1 (sinh T). 

In terms of (T,X I,X2,X3) the space-time is described by 

ds2 = (ciI4(33)sinh4 2TdT2 - cosh4 Tcoth2 Tdx l' 

_ sinh4 T(dx2' + dx3'), 

P = 16(32 Cy l ci sinh4 2T. 

(89a) 

(89b) 

Like the earlier case, this is also a particular solution from 
Vajk and Eltgroth. 6 

(c) Y = 0 (p + P = 0). 
For this value of y, P = const = Po and X = c 11'.0' Thus 

Eq. (82) yields 

(90) 

1381 J. Math. Phys., Vol. 28, No.6, June 1987 

The above equation can be integrated by letting 1'.olY = u. 
We get 

Y = C3 [cosh [~3po(xo + c2)/2] ] 2/3, 

X = clc3~Po/3 [cosh [ ffPo(xo + c2)/2]] -1/3 

X (sinh [ ffPo (xo + c2 ) 12] ). 

Thus the metric may be written as 

(91) 

ds2 = dxo' - (cosh(ffPoxo/2»)-2/3 sinh2(ffPoxo/2)dx l' 

- (coshU3poxo/2»)4/3(dx2' + dx3'). (92) 

To the best of our knowledge Eq. (92) is a new solution. 
For the various values of Y dealt with above we have not been 
able to obtain solutions of Eq. (13) for E = ± 1 or of Eq. 
(12) fOrE = 0, + 1. 

In the foregoing we have systematically obtained the 
various exact solutions with local rotational symmetry in 
which the Dirac equation is separable. As was mentioned at 
the outset many of them turn out to be already known solu­
tions sometimes in terms of unconventional coordinates. 
Other solutions, given by Eqs. (59), (76), (77), (78), and 
(92), are new as far as we know. Our results, while incorpor­
ating a regular classification of these space-times would also 
facilitate the study of the Dirac equation in backgrounds 
exhibiting local rotational symmetry. 
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Comment on the two "new" classes of Bianchi type II solutions 
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Hajj-Boutros's claim [J. Math. Phys. 27, 1592 (1986) 1 that two new classes of Bianchi type II 
solutions can be generated from Lorenz's solution [Phys. Lett. A 79, 19 (1980) 1 is shown to 
be wrong. 

In a recent paper by Hajj-Boutros l the locally rotation­
ally symmetric (LRS) Bianchi type II stiff matter solution 
derived by Lorenz2 (and independently by Ruban3

) has 
been reconsidered. Our solution is the unique stiff matter 
solution of Eqs. (2.6)-(2.8).1 This solution includes the 
Taub4 vacuum solution as a special case. It is an easy matter 
of calculation to derive the corresponding non-LRS solu­
tion.5 The LRS case is given by Eqs. (3.1 )-(3.5).1 

We make the following comments. The crucial equation 
in the paperofHajj-Boutrosl is given by Eq. (2.9). By taking 
R = R(t), S = Set), and r = R /R (or S /S) this equation 
can be considered as a Riccati equation in r. Hajj-Boutros 
finds that from a known solution ro = Ro/Ro (So/S) some 
new solutions (of Bianchi type II) are given by Eqs. (2.14)­
(2.17). However, this idea is entirely wrong. First of all the 
Bianchi type II stiff matter solution R =R(7), S=S(7) 
[see Eqs. (3.1 )-( 3.4) ], where the temporal variable 7 is re­
lated to t by the relation dt = SR 2 d7, is not a "particular" 
solution of the field equations (2.4)-(2.8): it is the most 
general (LRS) solution ofEq. (2.9)! Equation (2.9) can be 
rewritten in the simple form 

(R '/R + S'/S)' = 0, (1) 

where ( )' = d( )/d7. The most general solution is given 
by 

(SR)2 = exp 2(q7 + cp), q, cp = const. (2) 

Moreover, our solution is given by R = R (7) and S = S( 7) 

and not by R =R(t) and S=S(t). Thus Eqs. (3.6) and 
(3.7) of Ref. 1 are meaningless! This is the main error made 
by Hajj-Boutros. By using dt = SR 2 d7 the solutions given 
can be reexpressed (at least in principle) in t time. 

For the sake of completeness we also mention the recent 
critical remarks of MacCallum6 concerning various "new" 
and incorrect Bianchi type II solutions. 

'J. Hajj-Boutros, J. Math. Phys. 27,1592 (1986). 
2D. Lorenz, Phys. Lett. A 79,19 (1980). 
3y. A. Ruban, Preprint 412, Leningrad Institut of Nuclear Physics B. P. 
Konstantinova, 1978. 

'A. H. Taub, Ann. Math. 53, 472 (1951). 
5D. Lorenz, Phys. Lett. A 80, 235 (1980). 
6M. A. H. MacCallum, Gen. Relativ. Gravit. 17, 659 (1985). 
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Nonexistence of static conformally flat solutions in a new scalar-tensor 
theory 

Tarkeshwar Singh 
Department of Mathematics. Shree Ramdeobaba Kamala Nehru Engineering College. Gittikhadan. Katol 
Road. Nagpur 440013. India 

(Received 28 October 1986; accepted for publication II February 1987) 

For the special case when the scalar field is massless and conformally invariant, it is shown 
that there do not exist spherically symmetric conformally fiat solutions in a new scalar-tensor 
theory proposed by Schmidt et al. [Phys. Rev. D 24, 1484 ( 1981 )] representing disordered 
radiation and in the presence of a source-free electromagnetic field except for the trivial empty 
fiat space-time of Einstein's theory. The solution in the vacuum case is also only a fiat space­
time of Einstein's theory. 

I. INTRODUCTION 

Schmidt et al. I proposed a new scalar-tensor theory of 
gravitation, where the gravitational constant depends on a 
scalar field which itself couples to the surrounding masses 
through the curvature scalar. The idea was to obtain a possi­
ble stable configuration as a final situation in the history of a 
collapsing object due to the generation of a strong scalar 
field. The result was contrary to what was expected. In the 
new theory a mass term was added and an arbitrary coupling 
constant {3 between the scalar field ¢ and the curvature in­
variant R was also allowed. The theory was subsequently 
applied to a Friedmann-Robertson-Walker universe by 
Banerjee and Santos. 2 Further, Singh and Singh3 have 
shown that the spatially homogeneous stationary perfect fiu­
id cosmological model in this theory cannot include the radi­
ation-filled universe or the empty universe at the limit in the 
presence of a massive scalar field. Banerjee et al.4 have dis­
cussed a stifffiuid Bianchi type I cosmological model in this 
theory by considering the cosmological constant A and the 
mass term both being equal to zero. Finally, they have con­
sidered some special cases for {3> 1 and have shown that 
solutions for matter-free space include the one previously 
found by Accioly et al. 5 for the conformally invariant scalar 
field ({3 = 1). Very recently, the author6 has shown that an 
analog of the Birkhofftheorem in general relativity exists in 
this new scalar-tensor theory for the special case when the 
scalar field is massless and independent of time. 

In the present case we apply this general theory to the 
static spherically symmetric conformally fiat space-time for 
the special case when the scalar field ¢ is massless and con­
formally invariant ({3 = 1) (see Refs. 7 and 8). 

II. FIELD EQUATIONS AND THEIR SOLUTIONS 

The gravitational field equations in the scalar-tensor 
theory proposed by Schmidt et al. I are given by 

(r - ({3/12)¢2)Gij 

= -!Tij -H¢,i¢J _~ij(¢.k¢·k_1l2¢2)] 

+ ({3112)[ (IPZ);ij - gij (¢2):n, 

and the wave equation is 

D¢ + [112 + ({316)R ]¢ =0. 

(1) 

(2) 

Here 11 is the mass of the scalar field, {3 is an arbitrary 
coupling constant, and r = c2/161TG is half of the inverse 
gravitational constant. The effective inverse gravitational 
coupling in this theory becomes 

relf = r - ({3/12)¢2 

and the effective mass of the scalar field is now 

Ilelf = [112 + ({316)R ]1/2. 

We consider the static spherically symmetric confor­
mally fiat metric in the form 

ds2=ea ( -dr-rd()2-rsin2 ()d<l>2+dt 2
), (3) 

where a is the function of r alone. We assume that the scalar 
field cjJ also has spherical symmetry. 

Taking cjJ as a function of r only and using (3) in (1 ) and 
(2), the explicit field equations for the new scalar-tensor 
theory can be written as 

!eaT: = - (r - ({3/12)¢2)(3a"/4 + 2a'lr) 

+ ~(f)2 _ ~eall2cjJ2 

+ ({3/12)[ (2/r)(cjJ2)/ + 3a'(¢2)'12J, (4) 

~ean = - (r - ({3/12)cjJ2)(a" + a"/4 + a/lr) 

_ ~(¢/)2 _ !1l2cjJ2ea 

+ ({3/12)[(¢2)" + (¢2)/(a/ + 1/r)] = ~eaTL 
(5) 

!eaT! = - (r - ({3I12)¢2)(a" + a"/4 + 2a'lr) 

- ~(¢/)2 _ !1l2¢2ea 

+ ({3112) [(¢2)" + 2(¢2)'lr + (¢2)'a'12J, (6) 

e- a[ (¢2)" + (¢2)/(a' + 2Ir)] 

_ ({316)¢ {~2 + ~ T + ~ 2¢2 
- r + {3({3 - 1 )¢2/12 {3 11 r 2 2 11 

_ (1 ~{3) e- a (¢/)2}. (7) 

Here a prime indicates differentiation with respect to r. 

III. SOLUTIONS OF THE FIELD EQUATIONS 

As the field equations are nonlinear, the problem be­
comes difficult, in the general case with the non vanishing 
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mass term fl. So the solutions in a special case for a massless 
conformally invariant scalar field (fl = 0, f3 = 1) are pre­
sented. The question of overdeterminacy is settled by satisfy­
ing all the field equations by the actual substitution of the 
solution obtained. Before proceeding further we simply as­
sume fl = 0 and f3 = 1. 

A. Vacuum solutions 

It can be easily verified that when the scalar field ifJ is a 
constant and Tij = 0, the field equations (4)-(7) yield a 
solution which describes an empty flat space-time of Ein­
stein's theory, and when Tij = 0, the field equations (4 )-(7) 
reduce to the vacuum case. 

From Eqs. (5)-(7) we can easily obtain 

ea = k I( 12y - ifJ2), (8a) 

(8b) 

where k, k I' and k2 are integration constants. Solution (8) 
satisfies Eq. (4) only when k I = O. This, in view of (8), gives 

ifJ2 = const, a = const. 

Thus the solution of Eqs. (4)-(7) is 

a = const, ifJ = con st. ( 9 ) 

Hence the only spherically symmetric static conformal­
ly flat solution of the new scalar-tensor theory I is simply the 
empty flat space-time of Einstein's theory, when the scalar 
field is massless and conformally invariant. 

B. Electrovac solution 

Here we consider the energy momentum tensor for a 
trace-free electromagnetic field in the form 

Tij = FijFj - AgijFf'" F f"" (10) 

where Fij is the electromagnetic field tensor satisfying 

Fyj = 0 (11) 

and 

Fij,k + Fjk,i + Fki,j = O. (12) 

For a static charged particle the only nonzero component of 
the electromagnetic field F ij is F\4' Equations (11 ) and (12) 
now lead to FI4 = qlr, where q is a constant which can be 
identified with the electric charge of the particle. 

With metric (3) the non vanishing components of the 
energy momentum are 

- T: = T~ = T~ = - T! = - !(q2Ir4 )e- 2a
• (13) 

Using (13), the field equations (5 )-( 7) admit the solution 

ea = (clr + c3 )/(ifJ2 
- 12y)r, (14a) 

ifJ2=12y-exp 2 tanh- I 12 +ifJo, { 
c r( - c c ) 1/2 } 

( - C
I
C

3
) 1/2 c

3 
(14b) 

where ifJo, C l , and C2 are constants of integration and C3 is set 
equal to - 3q2, On actual verification it was found that solu­
tion (14) satisfies each of the field equations only when 
C2 = 0 and C3 = 0, which, in turn reduces the field equations 
(4)-(7) to Einstein's vacuum case. 

Hence the only spherically symmetric static conformal­
ly flat solution of the new scalar-tensor theory in the pres-
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ence of a source-free electromagnetic field is the empty flat 
space-time of Einstein's theory. 

C. Disordered radiation 

Here we consider the energy momentum tensor due to 
that of a perfect fluid distribution in the form 

Tij = (p + p)uiuj - pgij' 

with equation of state 

P = 3p, 

(15) 

(16) 

where P is energy density and p is the pressure of the fluid. 
From (3), (15), and (16) the components of Tj in comov­
ing coordinates are 

Tj = diag( - p, - p, - p, 3p). (17) 

The conservation equation Tj;j = 0 leads to 

dp + (p + p) a' = O. 
dr 2 

(18) 

Using Eqs. (15)-(17) in field equations (4)-(7), one gets 
the field equations of a new scalar-tensor theory with disor­
dered radiation. 

Now using (8) in the difference of Eqs. (5) and (6) and 
using (17) in the sum of Eqs. (5) and (6) one easily gets 
p = 0 and therefore p = O. This leads to the vacuum field 
equations in which case, as shown in Sec. III A, the only 
solution is the flat space-time of Einstein's theory. 

Thus there are no spherically symmetric conformally 
flat solutions of the new scalar-tensor theoryl representing 
disordered radiation in the presence of massless conformally 
invariant scalar field. 

IV. CONCLUSION 
In order to understand fully the scalar-tensor theories 

of gravitation it is useful to have a knowledge of some exact 
solutions of these equations. The search for an analytic solu­
tion is important due to the fact that once such a solution is 
obtained one can study all of its physical properties. Exact 
static spherically symmetric conformally flat solutions in 
vacuum, in the presence of an electromagnetic field and for 
disordered radiation, are considered in a new scalar-tensor 
theory proposed by Schmidt et al. I for the special case when 
the scalar field is massless and conformally invariant. It is 
observed that the only spherically symmetric conformally 
flat solution in this new scalar-tensor theory is the flat space­
time of Einstein's theory. 
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The methods developed in the first paper of this series (I) [J. Math. Phys. 27, 302 (1986)] are 
used to calculate the pressure in several cases of physical interest: conduction electrons inside 
and outside a heated tungsten cathode; helium atoms in liquid helium II and He vapor; 
electrons in a white dwarf star, and photons in a cavity. The latter two cases involve 
ultrarelativistic particles whose energy € = pc. The formulation in I is extended to include 
particle speeds comparable to c. The grand potential is used to establish two useful, exact 
relationships between pressure and energy density: P = 2u/3 and P = u/3, valid for v ~c and 
v=c, respectively. 

I. INTRODUCTION 

In an earlier paper,l hereafter referred to as I, the three 
distribution functions of statistical physics are treated in a 
similar manner. In each case a single integral suffices. The 
quantity Ce' is averaged over the Maxwell-Boltzmann 
(MB), Bose-Einstein (BE), and Fermi-Dirac (FD) distri­
butions. Here C is a constant and € is the particle energy 
raised to any power p. Reference 1 develops simple schemes 
for evaluating these integrals. The MB integral [Eq. (2)] is 
written in closed form in terms of the gamma function of 
p + 1. The BE integral [Eq. (8)] is the product of the gam­
ma function and the Riemann zeta function of p + 1. The 
FD integral [Eq. (27)] is written as a rapidly converging 
series of derivatives for any value of p. In the literature, some 
calculations, using the quantum statistics of highly degener­
ate gases, are quite formidable. Now it is really quite easy. 
The physical properties of various systems of interest can be 
investigated with very little mathematical effort. 

The purpose of this paper is to illustrate this point for 
seven cases of physical interest. We focus on a single thermo­
dynamic coordinate, the pressure, and we calculate this 
quantity for the following: (1) the conduction electrons in­
side a heated tungsten cathode, (2) the conduction electrons 
in the evacuated region between a heated tungsten cathode 
and an anode, (3) the helium atoms in liquid helium II at 1 
K, (4) the helium atoms in helium vapor at 1 K, (5) the 
ultrarelativistic electrons in a white dwarf star, (6) a photon 
gas in a cavity, and (7) a laser beam. 

II. GENERAL RELATIONSHIPS BETWEEN PRESSURE 
AND ENERGY. THE GRAND POTENTIAL 

The grand potential2 

o = I Ok = + kT I In [1 ± e( I" - EkJ/kT] 

k k 

(1) 

is applicable in determining various thermodynamic proper­
ties of a Fermi, Bose, or classical gas. Here Ok is the grand 
potential for the energy € k' The familiar distribution func­
tion of a particle in the k th state is obtained by 

aOk 

af-l 
(2) 

If f-l/kT is large and negative, as it is in the classical case, 

(3) 

Formally the energy U for each of these three cases, in the 
nonrelativistic limit, is 

i
oo €3/2 d€ 

U=C 0 -----
e(E -I"Jlkt ± 1,0 ' (4) 

where C = (2S + 1) (V /4~) (2m/fz2)3/2. Here S = spin, 
V = volume, m = particle mass, and fz = Planck's constant 
divided by 21T. 

Now convert (1) from a sum to an integral, integrate by 
parts, and compare with (4). We find that 

0= -2U/3. 

Using3 0 = - PV, it follows that 

PV=2U/3 

(5) 

(6) 

for nonrelativistic fermions, bosons, and classical particles. 
If, on the other hand, the particles are ultrarelativistic, then 
€ = pc replaceu = p2/2m. The constant C in Eqs. (2), (6), 
and (16) of I should be replaced by 

C' = (2S + 1) V /21T2fz3C3. (7) 

This follows from the changes in the volume element 
41Tp2 dp in momentum space. There are corresponding 
changes in the integrands which are taken care of by the 
proper choice for the power p. The expression for the grand 
potential now becomes 

C' roo ~ d€ 
0= --3-)0 e(E-I"JlkT±I,O 

Therefore, 

PV= U/3 

for ultrarelativistic particles. 

U 

3 

III. THE PRESSURE OF A GAS OF CONDUCTION 
ELECTRONS INSIDE AND OUTSIDE A HEATED 
TUNGSTEN CATHODE. 5=l 

(8) 

(9) 

Case 1 (Inside); The conduction electrons collide fre­
quently with phonons. Consequently their ambient speed is 
very small indeed compared to c. 
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It is easy to show that the conduction electrons inside a 
tungsten cathode constitute a degenerate Fermi gas: Com­
pare nQ , the quantum concentration,4 with n, the actual con­
centration of electrons in tungsten, 

nQ = (mkT /21Tfz2) 3/2 = 2.16X 102°/cm3
. (10) 

Here m is the electron mass, k is Boltzmann's constant, and 
Tis the temperature of the heated cathode, taken here to be 
2000 K. On the other hand 

n =jNop/M = 1.27X lO23/cm\ (11) 

with / = the number of free electrons per atom = 2, 
P = density of tungsten = 19.35 g/cm3, M = atomic 
weight = 183.85, and No = Avogadro's number. We find, as 
expected, that n/nQ = 588 ~ 1. 

We seek, therefore, the pressure of a nonrelativistic, de­
generate gas of electrons of concentration n. We use 
PV = 2 U /3 from (6) and the FD expression Eq. (30) for U 
from I, 

The contribution of the first term in (16) is Po, the pressure 
at absolute zero. Numerically Po = 7.40 X 105 atm, with n 
taken from ( 11). The increase, I1P, in the pressure due to the 
second term in (12) is 1.05 X 103 atm. Here TF = the Fermi 
temperature = J-Lo/k = 1.072 X 105 K for tungsten. The very 
large value for the pressure is due to the high concentration, 
n, of conduction electrons, which is raised to the 5/3 power 
in (12). 

Case 2 [Outside (halfway between the cathode and the 
anode)]: The conduction electrons which are boiled off of the 
cathode are clearly nonrelativistic since e<Pb 4"mc2

, where <Pb 
is the anode voltage. 

It is easy to show that the conduction electrons in the 
evacuated region between the cathode and the anode consti­
tute a classical MB gas. Again we need nQ and n. The quan­
tum concentration nQ = 1.25 X 1019/ cm3 where we have 
used a nominal T = 300 K in (10) instead of T = 2000 K. 
This is justified because a vacuum is a good thermal insula­
tor. 

For simplicity, we use parallel plate geometry and the 
assumption of space charge limitation. The solution is very 
well known.5 It leads to the Child-Langmuir law6 and en­
ables us to calculate n. 

The current density 

J = nev = 2.33 X 1O- 6<pb 3/2 /d 2 = 2.16 X 102°/cm3 
(13 ) 

if we choose <Pb = plate voltage = 50 V with d = cathode­
plate separation = 2 X 10-2 m. 

The potential 

(14 ) 

for KI = 9.18X 103 V /m4/3, if we take x = d /2. The electron 
speed follows from 

mv2/2=e<p. (15) 

We find v = 2.64x 106 m/sec- I and n = 4.88X 106 

cm- 3
. We see that v/c=8.8xlO- 3 4,,1 and that n/nQ 
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= 3.90X 10- 13 4" 1. The electron gas is nonrelativistic and 
nondegenerate as expected. 

The pressure ofthis gas follows readily fromPV = 2 U /3 
and U = 3NkT /2 [I, Eq. (5)]. We obtain the familiar equa­
tion of state for an ideal classical gas 

P= nkT= 2x 10- 13 atm. (16) 

Comparing Cases 1 and 2, it is interesting that conduc­
tion electrons boiled off from the cathode represent a minute 
fraction, 3.8 X 10- 17

, of the conduction electrons inside a hot 
cathode. The outside electron gas pressure is 2.7 X 10- 19 

times the inside gas pressure. It is even 16 orders of magni­
tude less than the pressure due to the small T-dependent 
term in (12). 

IV. THE PRESSURE OF A GAS OF HELIUM ATOMS. 5=0 

Case 3 (Liquid helium at 1 K): We expect that this sys­
tem will be a nonrelativistic Bose gas. The Einstein conden­
sation temperature7 in He4 occurs at T = 2.174 K. This is the 
temperature at which the number of atoms in excited states 
equals the total number of atoms. As the temperature is 
lowered, there is a condensation of atoms into states of zero 
momentum. At 1 K only 20% of the normal component of 
He4 remains,S 80% is superftuid with no velocity. The nor­
mal atoms have speeds9 ~ 50 m sec-I 4"c. 

The density of liquid helium at 1 K is 0.145 g/cm3
• To 

find the concentration n, we use (11) with / = 1, M = 4. 
Thus n = 2.18X 1022/cm3. To calculate the quantum con­
centration nQ , we use (10) with m = helium atomic 
mass=6.64XlO- 24 g and T=1 K. Thus nQ = 1.52 
X 1021/cm3 and n/nQ = 14.3> 1. 

The helium gas is a nonrelativistic, degenerate boson 
gas, as expected. To find the pressure we use PV = 2U /3 
with U taken from I, Eq. (14): 

P = 1.341 nQkT. (17) 

The numerical factor in ( 17) is the Riemann zeta func­
tion ;(~) = 2.;;; = I m -5/2. Numerically P = 0.278 atm. We 
note that the pressure of the degenerate He gas is indepen­
dent of the concentration of helium atoms, varies as T 5

/
2 

since nQ ~ T3/2, and is slightly greater than! of one atmo­
sphere. Inasmuch as we are using an ideal gas model to de­
scribe a liquid, the results can only be considered qualitative­
ly correct. However, if we use Eq. (11) of I to calculate the 
Einstein temperature on this model it turns out to be 3.15 K 
as compared to the experimental value of 2.174 K. Accord­
ingly, we might expect the pressure results to be correct 
within a factor of 2 or so. 

Case 4 (The vapor pressure 0/ helium atoms at 1 K): We 
expect that this gas will be nonrelativistic and nondegener­
ate. The vapor pressure of helium is important in measuring 
temperature. Consequently it has received a lot of attention 
and can be calculated in several ways. We chose the empiri­
cal equation of Clement, Logan, and Gaffney, 10 

InP=I -A /T+Bln T+ CT 2/2 

-D(afJ/fJ 2 -1) - T-I)tan-l(aT-fJ). (18) 

Here P is measured in mm of Hg. The constants are 
1=4.6202, A = 6.399, B = 2.541, C = 0.00612, 
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D = 0.5197, a = 7.00, and /3 = 14.14. This expression, 
which lacks the sixth term given by Clement et al., is of 
sufficient accuracy for our purposes. For a given T, we can 
compute the pressure which we use in the following statisti­
cal calculation. 

At the lambda point, T= 2.174KandP= 38.47 mm of 
Hg. At T = 1 K, P = 0.116 mm of Hg, a decrease by a factor 
of 332 from the vapor pressure at the condensation tempera­
ture. 

At 1 K, using ( 18) and assuming the gas is classical, 

P=nkT= l.53xlO-4atm (0.116 mm ofHg). (19) 

From (19), n = 1.20 X 1OIS/cm3. We calculated the quan­
tum concentration in Case 3 and accordingly we find that 
n/nQ = 7.73x 10-4, well within the MB regime. Using 

mv2/2 = 3kT /2 (20) 

we calculate v = 7.90X 103 cm sec- l 4;c. 

This justifies the assumption that the helium gas, in this 
case, is nonrelativistic and classical. It is interesting that the 
ratio of helium atoms in the vapor to helium atoms in the 
liquid at 1 K is 5.51 X 10-5

. The ratio of the corresponding 
pressures is 5.50X 10-4. Both these values are several orders 
of magnitUde larger than the corresponding ratios of elec­
trons outside and inside a hot metal. 

V. ULTRARELATIVISTIC PARTICLES 

Case 5 (Electrons. S=l); Consider a Fermi gas of ultra­
relativistic electrons. This problem is important in the the­
ory of white dwarfs. II Relativistic effects occur when a gas is 
compressed, the average energy of the electrons rises, and 
the Fermi energy becomes comparable to the rest energy. 

It is no longer correct to take 

Po = (fz2/2m)(3rrn)2/3 (21) 

to solve for n, because (21) is obtained by considering parti­
cle energy nonrelativistically as E = p2/2m. Instead by using 
E = pc, the correct expression for Po is obtained from the 
integral 

i'" ,,2 dE 
N=C' 0 --"--:--­

e(E - J1-)/kT + 1 
(22) 

where C' is given by (7). It follows from I, Eqs. (16) and 
(27), that 

Po = (3nrr) 1/3fzc. (23) 

Now take Po = m oc
2 and solve for n, 

n = (moc/fz)3/3rr = 5.86X 1029 cm- 3
• (24) 

This is six orders of magnitUde larger than the concentration 
of conduction electrons in a metal. This suggests, but does 
not establish, high degeneracy. The reason is that it is not 
correct to compare this n with the quantum concentration 
nQ given by (10). We note that there nQ ~ m3/2 and that for 
the ultrarelativistic case mo = O. Equation (10) is derived 
for E = p2/2m and like the Fermi energy must be rederived 
for E = pc. With the aid ofEq. (2) from I,p = 2, C ...... C', it 
follows that 

p=kTln(n/nQ)(2S+1)-1. (25) 

This is the same form as Eq. (3) in I, but now 
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(26) 

The temperature in the interior of a white dwarf12 is ~ 107 K. 
Thus n/nQ = (moc

2/kT)3/3 = 6.98X 107, which proves 
this gas to be highly degenerate. 

In the ultrarelativistic case PV = U /3 [see (9) 1, where 
Ucan be found from Eqs. (16) and (27) in I with c ...... C' and 
p = 3. It follows directly that 

P = (3rr) 1/3(n4/3)fzc/4 = 1.19x 1017 atm, (27) 

where n is given by (24). 
Case 6 [Photons;v=c, mo=O, S=1 (the quantum degen­

eracy factor is 2 not 3}1' Consider a gas of photons in a cavity. 
The fact that this gas is degenerate is very well known 
historically. The correct explanation of cavity radiation by 
Planck started quantum theoryY We establish degeneracy 
here by using the formalism of I, 

(28) 

where C' is given by (7). The chemical potentialp for a Bose 
(or Fermi) gas has a finite nonzero value if the number of 
particles N of the system is constant. But photons may be 
emitted or absorbed by the walls of the cavity. Thus N is not 
conserved. Thereforep = O. Using Eqs. (6) and (8) in I, 

n = 0.244(kT /fzc)3. (29) 

From (26), n/nQ = 2.408, which establishes the degeneracy 
for any T. To obtain (29), we use ;(3) =~;;;=I m- 3 

= 1.202. 
In the ultrarelativistic regime, PV = U /3. The average 

energy U may be calculated from Eqs. (6) and (8) in I with 
C ...... C' and p = 3. The pressure follows immediately, 

P=2(kT)4;(4)/rrfz3c3, (30) 

where the Riemann zeta function;( 4) = 1.082. The photon 
gas pressure may be written in an equivalent, but more famil­
iar form, 13 

(31) 

wherO' = rrk 4/6Ofz3C
2 W /m2 (K)4 is the Stefan-Boltzmann 

constant. Numerically P = 3.99 X lO- s atm for T = 2000 K 
and 0' = 5.67X lO- s in SI units. 

Case 7 (The pressure due to a laser beam); In the pre­
vious example, the cavity is maintained at a tempera­
ture = 2000 K. The radiation emitted, through a small hole 
in the cavity, is characteristic of a thermal equilibrium distri­
bution. Photons of all wavelengths leave and enter this hole. 

In the case of a laser beam, photons of a single wave­
length emerge from a "hole" at one end of a Fabry-Perot 
cavity. Here, we ask, what steady state power in the He-Ne 
laser at 632.8 nm is required to generate a beam pressure 
which is equal to the black-body radiation pressure of Case 
6? We note that this physical situation does not constitute a 
statistical problem. But it does provide an interesting com­
parison. 

Suppose the steady state power L of this laser is mea­
sured in watts. The beam intensity is the power divided by 
the cross sectional area of the beam, 

I=Lhrr. (32) 
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TABLE I. The pressure of various physical systems. 

Physical system 

Free electrons 
in tungsten 

Space charge 
limited electron 
flow 

Liquid helium atoms 

Helium vapor atoms 

Electrons in a white 
dwarf star 

Cavity radiation 

The radiation pressure is 

P= I Ie =Lhrrc. 

Spin 

0 

0 

Statistics 

Nonrelativistic 
FD 

Nonrelativistic 
MB 

Nonrelativistic 
BE 

Nonrelativistic 
MB 

Ultrarelativistic 
FD 

Ultrarelativistic 
BE 

(33) 

We takeP = 4.03 X 10-3 N 1m2 from the black-body ra­
diation problem and solve for L, with r = 1 mm. 

Here L = 3.80 W. This corresponds to N = LA Ihc 
= 1.21 X 10 19 red He-Ne laser photons/sec. 

The beam pressure is independent of wavelength, but of 
course the associated number of photonslsec depends on the 
energy of monochromatic photons. 

VI. CONCLUSION 

The results of this paper are summarized in Table I. 
The methods developed in I make it quite easy to investi­

gate the physical properties of diverse systems of interest. 
This paper focuses on the pressure of each system. This ther­
modynamic coordinate ranges from 1017 atm in a white 
dwarf to 10- 13 atm in the evacuated region of a diode. 

Each physical system in Table I is investigated to deter­
mine whether the particle speed is nonrelativistic or ultrare­
lativistic and whether the concentration is smaller or larger 
than the quantum concentration. This must be established, 
along with the particle's spin, in order to identify the appro­
priate statistical formulation, as given in Table I, column 3. 

Ultrarelativistic particles, characterized by € = pc, lead 
to an extension of the formalism of I. There the nonrelativis-
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Temperature Pressure 
(K) (atm) 

2000 7.4X 105 

300 2XlO- 13 

2.78X 10- 1 

1.53 X 10-· 

107 1.19 X 1017 

2000 3.98X 10-8 

tic expression E = p2/2m is used. The essential change oc­
curs in the volume element in momentum space. In the non­
relativistic case 41Tp2 dp = 41T21 /2m 3 /

2EII2 dE. In the 
ultrarelativistic case this becomes 41TE2 dEl c3

• All of the fa­
miliar quantities like chemical potential, quantum concen­
tration, and internal energy are quite different in the ultra­
relativistic regime. 
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In two previous papers [J. Math. Phys. 27, 1 (1986) (1); 28, 1385 (1987) (II)] simple 
mathematical procedures are developed for averaging the particle energy c, raised to any 
power p> lover Maxwell-Boltzmann, Bose-Einstein, and Fermi-Dirac distributions. In I, the 
particle energy is treated nonrelativistically: c = p2/2m. In II, the particle energy is treated 
ultrarelativistically: c = pc. Here, the particle energy is treated relativistically 
c2 = p 2

C
2 + m~c4. For each distribution function, expressions are obtained for the chemical 

potential, internal energy, and heat capacity for two cases: (kT /moc2) 2 ~ 1 and (moc
2/ 

kT)2~1. 

I. INTRODUCTION 

In the literature of classical and quantum statistics, 
most calculations are made for nonrelativistic particles. l 

There are some which use the ultrarelativistic case,2 but 
there are very few which treat the particle energy exactly.3 
From a mathematical point of view, this is understandable. 
To average the relativistic density of states expression over 
any of the distributions 

f(c) = 1!(e(E-I-')lkT ± 1,0) (1) 

is indeed formidable. Furthermore, most of the cases of 
physical interest are nonrelativistic. However, the math­
ematical simplifications introduced in I make it quite easy to 
use two approximate forms: either (kT/moc2)2~1 or 
(moc

2 
/ k T) 2 ~ 1. The purpose of this paper is to use these two 

approximations to the relativistic density of states expres­
sion and extend I and II to derive the corresponding expres­
sions for the chemical potential, energy, and heat capacity 
for Maxwell-Boltzmann (MB), Bose-Einstein (BE), and 
Fermi-Dirac (FD) statistics. 

II. DENSITY OF STATES 

The density of states takes three different forms in calcu­
lations using MB, BE, and FD statistics. 

In the nonrelativistic approximation,4 c = p2/2m and 

D(c)dc = (2S + 1)21/2Vm3/2c l
/
2 dd(2-rrfz3) . (2) 

In the ultrarelativistic limit,5 c = pc and 

D(c)dc = (2S + 1) Vc2 dd(21T2fzV) . (3) 

In the relativistic case, which includes the foregoing ap­
proximations, 

c2=p2c2+m~c4 (4) 

and 

D(c)dc= (2S+ I)Vc(c2-m~c4)I/2dd(21T2fz3c3). (5) 

Each of these expressions is easily found from 

D(p,r)d1' = (2S + l)dpx dpy dpz dx dy dz/(21Tfz)3 . (6) 

First, transform to polar coordinates in momentum space, 
dpx dpy dpz = 41Tp2 dp, and then use each of the three rela­
tionships connecting particle momentum and energy. 

III. CHEMICAL POTENTIALS; THE FERMI, BOSE, AND 
CLASSICAL ENERGY 

The range of energy in the three types of integrals in I 
and II is from 0 to 00. This makes the mathematics tractable. 
However, in the relativistic expression (4), the lower limit 
on c = moc

2
, corresponding to p = O. This suggests a change 

in variables tox = (c - moc
2 )/kT. The general form of the 

integral is now 

1= {ao f(x)dx (7) 
Jo eXe - (I-' - m"c')lkT + 1 0 . - , 

The quantity (J.L - moc2
) in the denominator of (7) is a 

crucial parameter in this theory. In the FD case, the Fermi 
energy EF = J.L - moc

2
• By analogy, in the MB and BE cases, 

we define the Bose energy EB and the classical energy Ec to 
be J.L - moc

2
• The chemical potential J.L is different for each of 

the distribution functions. It depends on particle concentra­
tion or number, rest energy, and temperature. The corre­
sponding energy parameter reflects this dependence. 

IV. EXACT AND APPROXIMATE SOLUTIONS 

At this point, we make two exact calculations using (5), 
with a limiting value for the FD distribution. This will be 
used to provide an internal consistency check on the ap­
proximate FD calculations and as a guide for interpreting 
results obtained from the other statistical distributions. 

Define W=c - moc2 and consider the FD distribution 
function 

(8) 

in the limit as T .-0. For 0.;;; W.;;;EF,J( W) = 1; W has an 
upper limit, namely, EF (O,mo), the Fermi energy at T = O. 

There is a very simple argument which leads to an exact 
expression for EF (O,mo)' Start with the density of states 
expression (6), take S = !, write out the integral for the total 
number of particles N, using the Fermi function f(p) = 1, 

V (P" 
N = -rrfz3 Jo p2 dp , (9) 

where Po is the limiting value of the momentum correspond­
ing to EF (O,mo)' Use the relativistic formula (4) and 
W = c - moc

2 to rewrite N as an integral over W, 
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V lEF(O,mO ) 2 

N=-- (W+mOc) 
1T2fz3C3 0 

X (W2+mae2)(W2+2Wmae2)1/2dW. (10) 

This yields 

n = N IV = (E~ + 2EFmOc2)3/2/3rfz3c3 . (11) 

In the limit as mo-+O, 

EF(O,O) = (3rn)I/3fzc=PoC, (12) 

a value which may be used in other expressions for 
EF ( T,mo) . Using ( 11 ), the exact relation for 

EF (O,mo) = (m6c4 + E~ (0,0»)1/2 - m oc2 . 

If EFlmae2 ~ 1, it follows from (13) that 

EF (0, 00 ) = E~ (0,0)/2moc2 = (31T2n )2/3fz2 12mo . 

If moc
2 I EF ~ 1, it follows from (13) that 

EF (O,m o) = EF (0,0)(1 - mae21EF (0,0)) . 

(13) 

(14) 

(15 ) 

The physical significance of these four expressions for 
the Fermi energy will be discussed later in the paper. 

To find the internal energy U = U(O,mo), multiply the 
integrand in (9) by drom (4) 

Vc (Po 
U = 1T2fz3 Jo p2(pZ + m~c2) 1/2 dp . (16) 

The result, expressed in terms of EF = EF (0,0), is 

U= VI8rfz3c3(EF(2E~ +m6c4)(E~ +m6c4)I/z 

- mcic8 sinh-I(EFlmoc2»). (17) 

Equation (17) is equivalent to the formula for the energy 
given by Landau and Lifschitz.6 Its form is more convenient 
than an alternate expression for U written in terms of 
EF (O,m o)' which may be obtained by multiplying the inte­
grand of (10) by E = W + mocz. The foregoing formula 
( 17) will be used later in the paper to compare with various 
approximate forms for U(T,mo)' 

V. THE MAXWELL-BOLTZMANN DISTRIBUTION 

CaseA [(kTlmoC2P< I]' In this approximation, the den­
sity of states (5) is 

D(x)dx;::;:, [21/2(2S + 1) V(m okT)3/Z12rfz3] 

X (XI/2 + 5ax3/2/4 + 7a2x 5 / 2/32 + ... ) , 

(18) 

where a = (kT Imoc
2

). The total number of particles 

N=eEc/kT i= D(x)e-Xdx 

= A (kT)3/2eEclkT(1 + 1.88a + 0.82az) , (19) 

where A = (2S+ 1) Vm6/2/(2rrfz2) 3/2. The integral (19) is 
the sum of three gamma functions of the form r (p + 1) 
where p is the exponent of x. Solving for the chemical energy 
yields 

Ee = kTln(nlnQ(2S + 1»)(1 - 1.88a + 2.70a2) , (20) 

where 

nQ = (mokT 12rrfzz)3/Z. (21) 
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Compare with Eqs. (3) and (4) of I, which apply to the 
nonrelativistic approximation. Here, Ee = f.l - mocz re­
places the chemical potential. It has the standard form, with 
two correction terms. The quantum concentration is identi­
cal with the nonrelativistic value in I. 

The energy and the heat capacity follow directly. Multi­
ply dNby E = mocz + kTx and integrate, 

(22) 

C v = ~ Nk(1 + 2.50a - 3.75a2) . (23) 

Certainly the rest energy term in (22) was to be expected. 
The second term in (22) and the first term in (23) agree with 
Eqs. (5) and (6) in I. The remaining terms are thermal 
corrections to the nonrelativistic approximation. 

Case B [(moc 2lkTP <1]: In this approximation, the den­
sity of states is given by 

D(x)dx = [(2S + 1) V(kT) 312rfz3c3] 

X (x2 + 2bx + 7b 2/8)dx, 

where b = m oc2lkT. 
The total number of particles 

N = eEclkT loo D(x)e- X dx 

= B(kT)3eEClkT( 1 + b + 0.438b 2) , 

(24) 

(25) 

whereB = (2S + 1) V 12rfz3c3. Solving for the classical en­
ergy 

Ee =kTln(nlnQ(2S+ 1»)(1-b+0.562b 2
), (26) 

where 

(27) 

is the ultrarelativistic expression for the quantum concentra­
tion. [See Eq. (26) of II.] Ee has the expected form plus 
both linear and quadratic rest energy correction terms. 

To obtain the energy U, multiply the integrand in (25) 
by kTx + m oc

2 and integrate, 

U=eEclkT loo (kTx + moc2)D(x)e- x dx. (28) 

With the aid of (25), the energy and heat capacity are writ­
ten 

U = 3NkT(1 + 1.92b 2) , 

C v = dU = 3Nk(I-1.92b 2 ). 

dT 

(29) 

(30) 

The ultrare1ativistic results 7 follow from (29) and (30) in 
the limit as mo -+ 0. Here U and C v both have a quadratic rest 
energy correction term. It is interesting to note that (22), in 
the nonrelativistic limit, and (29) in the ultrarelativistic lim­
it, lead to precisely the same familiar equation of state 
PV = NkT. This follows because PV = 2U /3 and U /3 in 
these two limits, respectively. However, neither of these rela­
tionships are consequences of the relativistic expression con­
necting particle energy and momentum. 
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VI. THE BOSE-EINSTEIN DISTRIBUTION 

The BE integrals have the form 

Sa
'" j(x)dx 

IBE a: 0 ' eXe - EBlkT _ 1 
(31) 

whereEB = (fL - m oc2) is the Bose energy. Letz = EBlkT. 
The quantity e - Z can be shown to be ;::; 1 below the Einstein 
condensation temperature. The argument parallels the de­
velopment in I [See Eqs. (10)-( 12)] inclusive. If No is the 
occupation number of the ground state when c = m oc

2 and 
x = 0, then 

N o =(e- z -1)-I, (32) 

e- z =I+1/No , (33) 

EB~ -kTINo · (34) 

Case A [(kT I moC2j2 « 1 J: The density of states is given by 
(18). The total number ofbosons in excited energy states 

Ne = ('" D(x)dx . (35) 
Jo eX - 1 

The integral involves the sum of three gamma-Riemann zeta 
function products. As in I, this integrates immediately to 

Ne = 2.612(2S + 1 )n Q V( 1 + 0.962a + 0.355a2) . (36) 

This agrees with the nonrelativistic expression (10) in I, 
with two thermal correction terms. To find U, multiply the 
integrand in (35) by (m oc

2 + kTx), 

U = m
o
c2 1'" (1 + ax)D(x)dx . 

o eX - 1 

This integrates to 

U = Nemoc2 + 1.341 (2S + 1 )(3NkT /2) 

X (1 + 2.62a + l.51a2 )nQ ln . 

(37) 

(38) 

There is an important distinction between Ne and N in Eq. 
(38). Ne is the number of excited bosons whosep > O. HereN 
is the total number ofbosons, excited and condensed. It en­
ters (38) via V = N In. This distinction can be kept in mind 
by realizing that the Einstein condensation is a condensation 
in momentum space, but not in coordinate space. 

The heat capacity C v follows by differentiating U with 
respect to T, 

C v = 3.35(2S + 1) (3NkT 12) 

X (1 + 9.19a + 6.77a2 )nQln. (39) 

Equations (38) and (39) agree with the nonrelativistic Eqs. 
(14) and (15) in I in the appropriate limit. Both U and C v 

have linear and quadratic correction terms. 
Case B [(moc2IkTj2 « 1 J: In this approximation, the den­

sity of states is given by (24). The total number ofbosons in 
excited states 

Ne = ('" D(x)dx . 
Jo eX - 1 

(40) 

This integrates to 

Ne = 1.202(2S + I)N(1 + 1.31b)nQln, (41) 

where the quantum concentration is the ultrarelativistic val­
ue given in (27). The third term in the density of states 
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expression (24) is not carried in this calculation, as it leads 
to a divergent term in (40). The energy 

U = (00 (kTx + m oc
2
)D(x)dx (42) 

Jo eX - 1 

integrates to 

U = N emc2 + 1.082(2S + 1) (3NkT) (1 + 0.741b)n Q ln . 

(43) 

The corresponding heat capacity is 

C v = 13(2S + 1)Nk(1 + .556b)nQln . (44) 

The correction terms in (43) and (44) are linear terms in 
b = moc

2lkT. 
The Einstein condensation temperature, in the ultrare­

lativistic case, is an additional quantity of interest in BE sta­
tistics. The Einstein temperature TE is that temperature for 
which the number ofbosons Ne in excited states equals the 
total number ofbosons N. Using (41) with mo = 0 

TE = 2.017(n/2S+ 1)1/3/'1iclk. (45) 

The fraction of particles in excited states is 

NJN=(TITE )3, (46) 

and the number of particles in the ground state is 

No=N-Ne =N(I- (TITE )3). (47) 

Consider a photon gas at T = 2000 K with a concentra­
tion of n = 10nQ = 6.74X 1O ll /cm3

• The Einstein conden­
sation temperature from (45) is 3.22 X 103 K. The fraction 
in excited states is about 0.24. Compare this with the Ein­
stein condensation for liquid helium. The experimental val­
ue for TE = 2.174 K. Using NelN = (T ITE )3/2, the frac­
tion in excited states at 1 K is about 0.31. Actually, there is 
no photon condensation because the number of photons is 
not a constant. 8 

VII. THE FERMI-DIRAC DISTRIBUTION 

Fermi-Dirac integrals, treated relativistically, are rep­
resented by a superposition of integrals of the form 

(48) 

where EF = fL - m oc
2 and p = O,~, q,2,oo .. With z = EF I 

kT, (48) has the same structure as Eq. (16) in I. The Blan­
kenbecler9 method applies and we can write 

( 
ra2 )zP+ 1 

IFD a: 1 +--+ ... --. 
6az2 p+l 

(49) 

Case A [(kT/moc2j2<1 J: The approximate form for the 
density of states in this case is given by (18). The total num­
ber of particles 

N = ('" D(x)dx . 
Jo eXe- z + 1 

(50) 

Using (49) and solving for N with S = !, 
N = jAE~I2(l + (3EF/4moc2

) + (r/8)(kT IEF )2), 

(51) 

where A = Vmb!2 1(21Tfz2 )3/2. In the limit as T -->0, mo --> 00, 

we find that 
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E~(O,O) 2 1/3 
EF(O,oo) = 2 = (31Tn) 12mo , (52) 

2moc 

in agreement with (14). Retaining T = 0, we can solve for 

E~(O,Q)( E~(O,O») 
EF(O,mO )= 2 2 1- 24' (53) 

moc 4moc 

in agreement with an expansion of the exact expression ( 13). 
Finally 

EF(T,mo) =EF (O,m o)(l- (r/12)(kTIEF )2) , (54) 

which is the standard result, to subject to the new meaning for 
EF (O,m o)' as given by Eq. (53). 

To solve for Umultiply dNin (50) by E = m oc
2 + kTx, 

U = (0'" (moc
2 + kTx)D(x)dx (55) 

Jo eXe- z + 1 

The result is 

U = Nmoc
2 + q)NEF (O,m o)(1 + (5r/12)(kT IEF )2). 

(56) 

The algebra is tedious, but the result is of the expected form, 
subject to a new meaning for EF (O,mo)' 

It is a simple matter to demonstrate that limT ~o U is an 
approximation for U given in (17). To show this, note 
that V=Nln, n1i3c3=E~(0,0)/3r, and EF(O,mO ) 

=E~(0,0)/2moc2. Expand (17) to the second power in 
EF (0,0). The values for U (O,mo) from (56) and ( 17) agree, 

U(O,m o) = Nmoc2
( 1 + (3E~ (0,0)/lOm~c4) . (57) 

The heat capacity 

C v = r Nk 2 k 2 T 12EF (O,mo) (58) 

is of standard form, but there is a correction for EF (O,m o), as 
shown in (53). 

CaseB [(moc 2IkT]2<11' The density of states is given by 
(24). The total number of particles 

N = ('" D(x)dx = VE~ (1 + (3m c21E ) 
Jo eXe- z + 1 3r1i3c3 0 F 

X (1 + m oc
2/2EF) + 1T2(kT IEF )2) . (59) 

From (59) 

EF(O,mO ) =EFCO,0)(1-moc2IEF +m~c4/2E~) (60) 

in agreement with an expansion of the exact expression (l3). 
Again from (59) and (60), 

EF (T,mo) = EF (0,0)(1 - m oc21EF 

+m~c4/2E~ -r(kTIEF )2). (61) 

To find U, multiply the integrand in (59) by E = kTx 
+ m oc

2 and integrate. After some tedious algebra, the result 
IS 

U( T,mo) = iNEF (0,0) 

X (1 + ~(m~c4IE ~) + 1T2(kT)2IE ~) . (62) 

This expression, at T = 0, agrees with an expansion of 
the exact formula ( 17). It is easy to see that the second term 
in (17) does not contribute to this order. Write 
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0.5 (moc2lEF )4 sinh-I CEFlmoc
2) 

= _ 0.5 (m oc
2lEF )4 

Xlog[moc2/(E~ +m~c4)1/2+EF)+ 1]. (63) 

An expansion generates terms 0 (moc
21 EF ) 5 and smaller. 

The heat capacity 

C v = (3r/4)Nk (kT IEF (0,0»). (64) 

This has the same structure as the Case A result [Eq. (58)]. 
However, the heat capacity in Case A is larger than in Case B 
becauseEF(O,mo) is smaller thanEF (0,0). SeeEq. (52). 

VIII. DISCUSSION 

A. Three tests distinguish among the 12 statistical 
formulations 

For the individual who is about to make some calcula­
tions in statistical mechanics, there may appear to be a bewil­
dering array of choices. For each of the three distributions, 
MB, BE, and FD, there are four possible expressions for the 
density of states: nonrelativistic, relativistic A, relativistic B, 
and ultrarelativistic. 

The choice is clear once three tests are made. 
In the first test, a comparison of kT with moc

2 distin­
guishes amongst the density of states formulas. If kT I 
m oc

2 .;;;1O- 2
, use the nonrelativistic formula [Eq. (2)]. If 

kT Imoc
2 > 10-2 and (kT Imoc2) 2.;;; 10- 2

, use the relativistic 
A formula [Eq. (18)]. If m oc2/kT> 10- 2 and (moc

2
/ 

kT)2.;;;1O- 2, use the relativistic B formula [Eq. (24)]. If 
m oc21kT ~ 10- 2

, use the ultrarelativistic formula [Eq. (3)]. 
In the second test, the particle density is compared with 

the quantum concentration nQ • This determines whether the 
problem is classical or degenerate. 

If the first test establishes the density of states to be 
either nonrelativistic or relativistic A, then if n ~ nQ 
= (mkT /21T1i2) 3/2, the problem is nondegenerate. Use MB 

statistics. Ifn;;: nQ , the problem is degenerate. Use BE or FD 
statistics. On the other hand, if the first test establishes the 
density of states to be either relativistic B or ultrarelativistic, 
thenifn ~nQ = (kT /1ic)3/1T2, the problem is nondegenerate 
and calls for MB statistics. If n ;;: nQ , the problem is degener­
ate, requiring either BE or FD statistics. 

In the third test, the particle spin is used to distinguish 
bosons from fermions. Let So = n1i/2, where n = 0,1,2, .... 
Then for n odd (even), the particle is a fermion (boson). 

If tests 1 and 2 establish the problem as degenerate and 
either nonrelativistic, relativistic A, relativistic B, or ultra­
relativistic, then n even (odd) requires BE (FD) statistics. 

B. The classical, Bose, and Fermi energies 

In MB statistics, the leading term for the classical ener­
gy Ee has the same form for both the relativistic A and B 
regimes [Eqs. (20) and (26)]. However, the quantum con­
centration nQ , as described in test 2, has two quite different 
meanings [Eqs. (21) and (27) ]. The first (second) is appro­
priate for relativistic A (B). 

Suppose that S =! and that n/nQ';;; 10- 2
, then 

Ee/kT = In(n/n Q )';;; - 4.6. The classical energy Ee will al­
ways be negative, as required by n ~ n Q • In this situation, MB 
statistics are used. 
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The Bose energy EB has a small negative value 
- - kT /N, if the particle number Nisconserved. However, 
EB = ° if the particle number is not conserved. The former 
value is valid if the actual temperature is less than the Ein­
stein condensation temperature. 

The Fermi energy takes several forms. In the case of a 
problem which is nonrelativistic or relativisitic A, the lead­
ing term is EF (O,mo) = (3r?n)2/3fz2/2m. However, if the 
problem is relativistic B or ultrarelativistic, the leading term 
is EF (0,0) = (3r?n) 1/3k. These two expressions differ sub­
stantially in structure and magnitude. Consider, for exam­
ple, conduction electrons of concentration n = 1022/cm3

• 

Then EF (O,mo) = 1.70 eV and EF (0,0) = 1.32 X 103 eV. 
All the other contributions to EF are due to rest energy and 
thermal effects and are less than these leading terms. 

C. The third law of thermodynamics 

The third law of thermodynamics requires that 
lim T -0 C v = 0. This law is violated by the MB heat capacity 
expressions (23) and (30), as is well known. However, the 
BE and FD expressions for Cv , as given in Eqs. (39), (44), 
(58), and (64), are in agreement with the third law. In veri­
fying this for BE statistics, note that nQ - T3/2 or T3. This 
temperature dependence of the quantum concentration 
guarantees that the correction terms, as well as the leading 
terms, go to zero as T -> 0. 

IX. CONCLUSION 

The methods developed in I are used, in this paper, to 
give a systematic discussion of MB, BE, and FD distribu­
tions when the density of states expression is based on the 
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exact relativistic energy-momentum relationship. Two ap­
proximations are used. When (kT /moc

2
)2 ~ 1, the results 

are the same as for the nonrelativistic approximation, but 
with correction terms in (kT /moc

2
). When (moc2/kT) 2 ~ 1, 

the results agree with the ultrarelativistic approximation but 
with correction terms in moc

2/kT. The principal focus of the 
paper is on the quantity f-l - moc

2
, where f-l is the chemical 

potential. This is the Fermi energy in FD statistics, and it is 
given a comparable definition for BE and MB statistics. As 
in I, calculations are made for the chemical potential, inter­
nal energy, and heat capacity for each of the three distribu­
tions. A feature of the paper are two exact solutions. The 
relativistic density of states formula is used, without approx­
imation, with the FD distribution function at T = 0, €<;EF 

to obtain exact expressions for the Fermi energy and the 
internal energy. When these formulas are expanded in a se­
ries, they agree to the same order with the results obtained 
using the series representation in I. 

'e. Kittel, Elementary Statistical PhYSics (Wiley, New York, 1958), pp. 
86-96; see also e. Kittel and H. Kraemer, Thermal Physics (Freeman, San 
Francisco, 1980), pp. 183-198. 

2L. D. Landau and E.M. Lifschitz, Statistical Physics (Addison-Wesley, 
Reading, MA, 1968), pp. 165-167. 

'See Ref. 2, pp. 167 and 168. 
4WilIiam A. Barker, J. Math. Phys. 27, 1 (1986). 
'William A. Barker, J. Math. Phys. 28,1385 (1987). 
"See Ref. 2, p. 168. 
7See C. Kittell, Ref. 1, p. 60. 
"See Ref. I, Kittel and Kroemer, p. 202. 
9R. Blankenbec1er, Am. J. Phys. 25, 279 (1957). 
"'See Ref. I, Kittel, p. 94. [Eq. (20.24) J. 
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A general class of perturbations of the dynamics for thermodynamic quantum systems is 
discussed. Without making use of weak asymptotic Abelianess, stability of a state for these 
perturbations is shown to lead to the ¢-KMS condition and to the KMS condition in particular 
cases. Conversely, ¢-KMS states satisfy the stability property introduced here. 

I. INTRODUCTION 

The derivation of equilibrium properties for states of 
thermodynamic systems has already been of interest for 
some time. It is well known that so-called KMS states may 
be obtained from stability for perturbation of the dynamics. 
This has been discussed initially by Haag, Kastler, and 
Trych-Pohlmeyer, by Kastler and Bratteli, and by Hoek­
man; for a review cf. Ref. 1, Chap. 5.4.2. However, owing to 
the assumed rapid decay of the time correlation functions 
these KMS states can only describe pure thermodynamic 
phases. A further restriction of the method is that it can be 
applied only to states of dynamical systems that are weakly 
asymptotically Abelian; viz. Sdt w( [A,a,B ] ) = O. Here A, 
B denote elements of the C * algebra U; wEEn is a state over 
U, and a,Eaut U describes the time evolution. 

In this paper we shall discuss a stability property which 
leads to states that satisfy the ¢-KMS condition introduced 
recently. 2 The main advantage of the stability criterion put 
forward here is that neither are assumptions made on the 
decay of the correlation functions nor is the dynamics as­
sumed to act weakly asymptotically Abelian. 

Depending on the details of the perturbation for which 
stability is imposed, the ¢-KMS states in some cases are 
KMS states. For an infinite quantum lattice system the ¢­
KMS condition and KMS condition are equivalent. 2 Conse­
quently, in this instance either our stability condition leads 
to a KMS state or the system does not admit states that are 
stable for the particular perturbation. For any finite system 
or for continuous quantum systems, however, the only states 
that fulfill the stability criterium are ¢-KMS states. 

For a finite system the presently proposed stability 
property is stronger than the condition imposed by Lebowitz 
et al. 3 For thermodynamic systems our conditions are 
weaker than those introduced by Kastler4 (cf. Ref. 5). 

II. A GENERALIZED PERTURBED DYNAMICS 

In the Heisenberg picture the equation of motion for the 
unperturbed evolution reads 

~a,(A)=ia,(8(A»), AED(8)CU, (2.1) 
dt 

where the derivation 8 is the infinitesimal generator of the 
group of* automorphisms {a,}. A perturbed dynamics can 
be considered as the solution of the differential equation 

~ a7(A) = i a7(8(A») + i a7C[ h,.A p, (2.2) 
dt 

cf., e.g., Ref. 6, with h, = h ~EU. One may choose the partic­
ularform h, = f (t)h with h = h *EU and! 3$' ...... 3$', so that 
the perturbation becomes localized in time if, e.g., suppfis 
compact orfEL I (3$'). The family {h,} can be interpreted as 
the action of some external agent on the system. Owing to 
the time dependence of h, the mappings {a7} do not form a 
group. 

A further generalization of the perturbed dynamics is 
obtained from the following equation of motion: 

~a7(A) = i a7(8(A») + ifl(t)a7(hA) - if2(t)a7(Ah). 
dt 

(2.3 ) 

The solution to this equation is the family of mappings a7: 
U ...... U given by 

a7(A) = Y7(a, (A»), (2.4a) 

Y7(A) = u7 (t)Au~ (t)*, (2.4b) 

ujh(t) = nto {in l'dS I '" En-ldS,,)l [J;(Sdas,(h)]} , 

(2.4c) 

withJ;EL I (3$') and h = h *EUo. The unperturbed dynamics 
a, is assumed to be strongly continuous on a u(U,N)-dense 
subalgebra Uo CU. Here N denotes the set of locally normal 
states on U C cf. Ref. 7). In general, the mappings a7 and Y7 
will not be positivity preserving. The operators uJ(t) are 
easily seen to be unitary. The integrals in (2.4c) exist as 
Bochner integrals. We now give some useful properties of 
the generalized perturbed dynamics in the following. 

Proposition 2.1: For AEU and h = h *EUo, 

uJ(t) = 1 + i L dsJ;(s)as (h)uJ(s), 

~ uJ(t) = if; (t)a, (h)uJ(t); 
dt 

Y7CA) = A + i L ds[ fl (s)is'(as (h)A ) 

- f2(s)is'(Aas (h»)], 

(2.5a) 

C2.5b) 

(2.5c) 

1394 J. Math. Phys. 28 (6). June 1987 0022-2488/87/061394-04$02.50 @ 1987 American Institute of Physics 1394 



                                                                                                                                    

a7(A) =a,(A) + i L ds[/l(s)as(h)a,(A) 

-/2(s)a, (A)as (h)] + .... (2.Sd) 

The omitted terms in (2.Sd) are O(h 2). 

Proof By iteration of (2.Sa) we obtain (2.4c). The 
equivalence of (2.Sc) and (2.Sb) then follows from the ini­
tial condition U;(O) = 1. Finally, (2.Sc) and (2.Sd) are ob­
tained with the use of (2.4b) and (2.4c) along similar lines 
as in the discussion of the cocycle property (cf., e.g., Ref. 1). 

We now turn to the introduction of the notion of stabil­
ity for perturbations from the unperturbed dynamics a, as 
described by (2. Sd). Succintly, one assumes that close to the 
original state liJEU* there exists a bounded linear functional 
liJhEU * that is almost invariant for the perturbed evolution 
a;. At this point we shall impose some restrictions on the 
functions fj . 

Definition 2.2: For a pair offunctions/l and/2 such that 

(1) fjELI(f!ll)nC1(f!ll); 

(2) }jEC"'(f!ll) and invertible on sp a, i.e., 

}j (/0::;f0 VAESP a = {AEf!lllk (A)::;fO 

Vg: f dt g(t)a, (A) = 0 

V AEUo} ; 

(3) fl(A) =f2(A) iff A = 0; 

[k(A) = fdte-iA'g(t) is the Fourier transform] we say that 
a state liJ is (/1'/2) -stable if there exists a bounded linear 
functional ifhEU * such that for 11 in a neighborhood of the 
origin 

and 

lim ifh ci//,h A) = liJ + (A); 
t_ ± 00 -

if: (A) -liJl'~ (A) = o( 11); 

(2.6) 

(2.7) 

lim ifh(a,A) = liJ(a,A), uniformly in t (2.8) 
1'-0 

for allAEU. With the use of (2.Sc) a simple estimate shows 
that if: (A) - if~ (A) = O( 11) so that (2.7) does not 
seem to be a very severe assumption. 

The conditions (2.6) and (2.7) are in fact the same as 
the ones introduced by Kastler4 and Hoekman5 because 
there ifh is a perturbed state which is invariant for the per­
turbed dynamics. In Ref. S a perturbed dynamics a7 is con­
sidered that is an Abelian group of transformations. As a 
consequence, the perturbed state could be explicitly con­
structed, viz. liJl'h(A) = ITn,liJ(a~hA), where ITn is an invar­
iant mean over the additive group of the real numbers and t is 
a dummy variable.s If, in addition, one has that (Uo,a,) is 
LI-asymptotically Abelian, then the convergence (2.8) can 
be derived. 

We shall now proceed with the demonstration that 
without loss of generality the perturbed state ifh may be 
assumed to be apprOXimately invariant for the perturbed dy­
namics. 

Lemma 2.3: Let ITn be an invariant mean over the addi-
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tive group of the real numbers. 8 Then the time-averaged per­
turbedstateITn"ifh(a"A) = ITnifh (A ), wheret' is to be con­
sidered as a dummy variable, satisfies 

lim ITnliJl'h(a,A) = ITnliJ(a,A), uniformly in t 
1'_0 

and 

(2.9a) 

lim [ITnifh (a7A) - ITnliJl'h (A)] = 0, uniformly in t. 
1'-0 

Proof Because ITn is an invariant mean we haveS 

IITn [ifh(a,A) - liJ (a,A)] I 

<sup IliJl'h(a,A) -liJ(a,A)1 <E, 
tEM 

(2.9b) 

for 11 <l1o(E), This establishes the continuity property of the 
time averaging. Similarly, with the use of (2.Sc) we obtain 

IITn [ifh(a~hA) - ifh00 ] I 
= IITn [#\a~hA) - (Ul'h(atA) ] I 

<llifhlllla~\A) -a,(A)11 

<llifhllll1lllh IIIIA 11(11/1111 + 11/2111), 
so that (2.9b) follows from this estimate. 

We shall denote the set of (/1,f2)-stable states by 112 , 
In order to study the consequences of (/1,/2) stability ~e 
shall derive a condition which involves only the unperturbed 
entities liJ and a, and the functions/l '/2' Here/(x) denotes 
I( - x). 

Proposition 2.4: Let liJElI ,2 be continuous in the 0"( U,N) 
topology. Then 

f: '" dtlt (t)liJ(Aa,B) 

= f: '" dtlz(t)liJ(a, (B)A), for A,BEU, (2.10) 

Proof From Lemma 2.3 it follows that without loss of 
generality one may assume ifh to be approximately invar­
iant for a~h, in the sense of (2.9b). For h = h *EU, AEU we 
write 

(' dt dd [if\r~hA)] = ifh(r~~A) - ifh(r~~A). 
JT, t 

With the use of (2.Sc) and (2.6) we find 

f:", dt [It(t)ifh(a~\ha_tA)) 
- Iz(t)ifh(a~h(a _, (A)h ))] 

= (i111)[if: (A) -if~ (A)]. 

The right-hand side vanishes as 11-0 due to (2.7). Because 
/; EL I (f!ll) the Lebesgue dominated convergence theorem 
yields for 11-0, 

f'" dtlt(t)liJ(ha,A) = f'" dtlz(t)liJ(a,(A)h), (*) 

for h = h *EU and AEU. Now consider the GNS representa­
tion (1)", ,17"", ,n",) associated with the state liJ. Owing to Ka­
plansky's density theorem 17"", (h) = 17"", (h) * can be approxi­
mated strongly by a net haE17" '" (Uo) of self-adjoint elements. 
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With the help of a three-E argument and the polarization 
method we can now extend (*) to all hEll. 

Throughout this paper we shall adopt the 0"( ll,N) con­
tinuity which we assumed in the preceding proposition. 

III.INVARIANCE, SEPARATING CHARACTER, AND THE 
MODULAR GROUP 

From the stability condition (2.11) we now explore the 
ensuing properties of a state (i)El1•2 • For a state to be stable it 
should at least be time invariant; i.e., invariant for a l • To 
deal with this problem we formulate the following. 

Lemma 3. 1: (See Ref. 1.) LetFbea bounded function of 
two variables and hELl (.%' 2)' If F(h) = Sds dt F(s,t)h(s,t) 
vanishes for all h with iz ( p,q) having compact support not 
containing q = 0 and h (s,t) is differentiable with respect to t, 
with Jh(s,t)IJtEL I (.%' 2), then 

F(s,t) = G(s), 

for some bounded function G. Now we are able to prove the 
desired invariance. 

Proposition 3.2: If (i)ElI •2 then (i) is invariant for the un­
perturbed dynamics a,. 

Prool: Let A = 1 and B = Cg = Sdt g(t)a, (C), then 
(2.11) yields 

(3.1 ) 

for CEllo, kED, and hj = J; *g. From Lemma 3.1 we now con­
clude that (i)(a, (C») is a constant for all CEllo, Invoking the 
continuity of (i) yields invariance, viz. (i)oa, = (i). 

To proceed further it is now convenient to write the 
stability condition (2.11) in the GNS representation. Let 
(l),1T,0) be the GNS triple associated with (i)ElI 2' Since (i) is 
invariant, the group of* automorphisms {a,} c~n be imple­
mented by a strongly continuous group of unit aries on I). To 
this end we must also assume that the correlation functions 
t-+(i)(Aa,B) are continuous. Explicitly, we then have 
1T(a, (A») = U, 1T(A) U _, and U,O = O. The stability crite­
rion (2.11) can now be written as 

f dtll(t) (O,AU,BO) = f dtI2(t)(0,BU _tAO), 

(3.2) 

for A,BE1T(ll)". 
The infinitesimal generator of U" i.e., the Liouville op­

erator, will be denoted by L, with the spectral representation 
L = SdE)) •. 

Proposition 3.3: If (i)ElI •2 then 0 is separating. 
Proof: .,!<'rom (3.2) we have 

(O,AII(L)BO) = (0,BI2(L)AO), (3.3) 

where/(A) =/( -A). LetAO = 0 then .., 
(O,AIl(L)BO) = 0, 

so that 

(II(L)A *O,BO) = 0, (3.4 ) 

for all BE1T( ll) ". Becausell is invertible op sp a = {A Ik(A) 
= 0 'rig: Sg(t)a, (A )dt = 0 'rI A Ello} ::J {A Ik(A) = 0 'rI g: 

Sg(t) U,AO dt = 0 'rIAE1T(llo)} = sp L,ft is also invertible 
on sp L. Since 0 is cyclic it follows now from (3.4) that 
A *0 = 0 and therefore A = 0 by standard arguments.9 
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As a consequence we have that the state (0 ,. 0) is a 
Tomita state on 1T(ll)" with the modular automorphism 
0", ( .) = !:J/" il - it, where il is the modular operator. 

The preceding results already show great similarity of 
the (/1'/2 )-stable states with thermodynamic equilibrium 
states. We shall make this connection more explicit in the 
following. 

Theorem 3.4: If (i)ElI 2 with 11.2 such that ifJ (A) 
=11(,.1,)112(,.1,) satisfies . 

(i) ifJ(A)~(A) = 1, with ~(A) = ifJ( - A); 
(ii) ifJ(A) > 0 for AESP L; 

then (i)E/(,p' i.e., (i) is a ifJ-KMS state. 
Whenever (i) and (ii) are not fulfilled 112 = 0. Con­

verse}y,)f (i)E/(,p then (i)El1,2 for some nonunique 11,2 such 
that/l l12 = ifJ· 

Proof: Suppose (i)ElI.2' then from (3.3) it follows that 
~ , 

(A *O/I(L)BO) = (B *0/2(L)AO). 

Now choose A = Ag with k = II then 
"X' "t 
ifl(L)A *O/I(L)BO) 

= (B*OJ;(L)II(L)AO) 

= (fl (L)B *0, [12(L) ]lifl (L)] II (L)AO). 

Furthermore, we may let B = A * and since we assumed 
ifJ = I/fz > 0 on sp L we have 

Ilfl(L)A *011 = 11~(L)I/2JI(L)AOII. (3.5) 

Sincell (L) is invertible we can use the same reasoning as in 
Ref. 5 to conclude from (3.5) that the modular operator il 
can be written 

il2 = ~(L) = [.(I(L)]V =.(2(L) . 
Iz(L) II (L) 

(3.6) 

It was shown in Ref. 2 that (3.6) is equivalent with (i)E/(,p. 
The proof of the converse is quite easy. If (i)E/(", then 

f dtl,p (t)(i)(Aa,B) = f dtl(t) (i)(a, (B)A), (3.7) 

for all A,BEll, lED, and l,p =ifJf, with ifJECOO(.%'). Now 
chooseF #0 on sp Land a sequence (kn );;~ I inD, such that 
kn -+F and ifJkn -+F", in S. As ifJ may have an essential singu­
larity at infinity, owing to a theorem of Weierstrass, we can 
write ifJ = exp(g). Here g is odd and finite in the finite com­
plex plane. Now choose a function h with a Laurent expan­
sion such that t/J = exp(h)ES and ifJt/JES. Then we have for 
any GES that F = t/JGES and ifJF = (ifJt/J) GES. Then it follows 
that (i) satisfies (2.11), withll = F", and[z ~ F, where F, F,p 
ELI (.%') nc I (.%'). Obviously we have/l l12 = ifJ; and since 
~(L) = il 2

, (3.7) can only be satisfied if on sp L ifJ > 0 and 
ifJ~ = 1 (Ref. 2, Lemma 4) . 

We conclude with a further remark which can now be 
made regarding the set 11•2 , 

Remark 3.5: From (3.6) it follows that the modular 
operator il commutes with the Liouville operator L. Then 
one may follow the line of reasoning given in Ref. 10 to estab­
lish that 11•2 is a lattice in its own order. In general 11•2 will 
not be closed and hence a lortiori not compact. If one as­
sumes in addition the compactness of 11,2 in the w* topology, 
then it follows that 11.2 is a ChOquet simplex. 
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This paper proposes a definition of nonequilibrium entropy appropriate for a bosonic classical 
or quantum field, viewed as a collection of oscillators with equations of motion which satisfy a 
Liouville theorem (as is guaranteed for a Hamiltonian system). This entropy S is constructed 
explicitly to provide a measure of correlations and, as such, is conserved absolutely in the 
absence of couplings between degrees of freedom. This means, e.g., that there can be no 
entropy generation for a source-free linear field in flat Space, but that S need no longer be 
conserved in the presence of couplings induced by nonlinearities, material sources, or a 
nontrivial dynamical background space-time. Moreover, through the introduction of a 
"subdynamics," it is proved that, in the presence of such couplings, the entropy will satisfy an 
H-theorem inequality, at least in one particular limit. Specifically, if at some initial time to the 
field is free of any correlations, it then follows rigorously that, at time to + at, the entropy will 
be increasing: dS / dt> O. Similar arguments demonstrate that this S is the only measure of 
"entropy" consistent mathematically with the sUbdynamics. It is argued that this entropy 
possesses an intrinsic physical meaning, this meaning being especially clear in the context of a 
quantum theory, where a direct connection exists between entropy generation and particle 
creation. Reasonable conjectures regarding the more general time dependence of the entropy, 

which parallel closely the conventional wisdom of particle mechanics, lead to an interpretation 
of S which corroborates one's naive intuition as to the behavior of an "entropy." 

I. INTRODUCTION 

Conventional wisdom holds that the "entropy" asso­
ciated with some system should be interpreted probabilisti­
cally as a measure of how generic its state really is. A state 
which is comparatively random, and which could be realized 
in many different ways, has associated with it a large en­
tropy; a state which is somehow improbable, requiring, e.g., 
a special preparation, is considered to have low entropy. 
"Equilibrium" is, in this context, interpreted as a state of 
"maximum randomness" and "maximum entropy." The 
content of Boltzmann's 1 classic H-theorem is that a system 
will evolve towards this state of maximum entropy. 

There is, however, a well-known difficulty in imple­
menting this general picture. Consider, for example, a collec­
tion of N classical point particles. Suppose in the usual way 
that this system is characterized by an N-particle distribu­
tion functionfl and that the evolution ofthisfl is governed by 
an N-particle Liouville equation which expresses probability 
conservation. The standard paradigm then implies (i) that 
the entropy S = - Tr fllog fl, where Tr denotes a trace over 
the degrees of freedom of the N particles, and (ii) that the 
unique equilibrium corresponds to a state fl cc exp ( - PH), 
where P is a cons tan t and H the N-particle Hamiltonian. The 
problem, however, is that the Liouville equation guarantees 
that dS / dt == O! This S does not change with time and, conse­
quently, there can be no systematic evolution towards an 
equilibrium state of maximum entropy. 

This well-known difficulty led historically to the idea of 

a) Present address: Department of Physics, Syracuse University, Syracuse, 
New York 13244. 

a "coarse-grained averaging," namely the notion that an H­
theorem does not hold on a truly microscopic level, but, in­
stead, holds only on a quasimacroscopic level for an appro­
priately averaged fl. This is, at least superficially, an 
extremely attractive idea, but it suffers from two related 
drawbacks: (1) it seems difficult to generate a general algo­
rithm to effect the desired coarse graining; and (2) even if 
one were to construct a working algorithm, one would be 
faced with the additional problem of demonstrating that it is 
"canonical" in some natural sense. There would remain, 
e.g., the task of either ascertaining the scale on which the 
averaging is to be implemented, or, alternatively, of demon­
strating the scale invariance of the averaging. 

To the extent that no canonical prescription exists, one 
seems forced ultimately to the viewpoint adopted by Jaynes, 
namely that "Entropy is a property, not of the physical sys­
tem, but of the particular experiments you or I choose to 
perform on it." 21t is, therefore, natural to ask what it is that 
one typically measures when one probes the state of the sys­
tem. And the answer to that would appear quite clear. One 
seeks typically to measure the one-particle distribution func­
tion/ (i.e., the probability density for finding a particle at a 
given point x with momentum p at time t), or perhaps the 
pair or three-body correlation functions. But one does not 
even try to measure the detailed correlations amongst the 
particles buried in the full N-particle fl. One might, there­
fore, argue that, as a practical matter, the physically relevant 
notion of coarse graining does not involve a macroscopic 
averaging but, instead, entails a loss of information about 
higher-order interparticle correlations. 

From this point of view, it would seem natural to conjec­
ture that the entropy of the system should be defined in terms 
of the reduced one-particle/, rather than the full N-particle 
fl· And, as such, it would be natural to propose an entropy 
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S(t) == - ~ J dX i dpJ(i)logf(i), 

where 

(1.1 ) 

fU) ==f(xi,pi>t) = J Jl dXj dpj ,u(XI,PI"",XN,PN;t)· 

(1.2 ) 

There are solid reasons to believe that this S provides a 
reasonable notion of entropy. Most obvious is the fact that 
this S will in general be time dependent. Thus, for example, 
allowing for particle interactions derived from two-body po­
tentials Vii' one concludes that, for a system of N identical 
particles, 

~~ = N(N - 1) J dXi dpi J dXj dpj f 2 U,j) 

av a x_lJ o-logf(i), (1.3) 
axi Jpi 

where/zU,j) is the reduced two-particle distribution func­
tion for particles i andj. 

Also significant is the fact that this S is truly canonical, 
being constructed in a systematic and unambiguous fashion 
from the one-particle!, an object of obvious physical signifi­
cance. Of particular relevance in this regard is the fact that 
thisfsatisfies a "subdynamics," 3 decoupled from the high­
er-order correlations. Specifically, by means of projection 
operator techniques, one can derive for the evolution off an 
exact, closed (albeit nonlocal and nonlinear) equation 
which contains no explicit reference to the higher-order cor­
relations buried in such quantities asf2 U,j). It is the nonlin­
earity of this equation which leads to a nonconserved en­
tropy; it is the linearity of the fundamental Liouville 
equation that guarantees that Tr,u log,u is a constant of the 
motion. 

This S coincides, moreover, with the entropy entering 
into the standard H-theorem; and, consequently, one antici­
pates that this S really will increase monotonically at least in 
some approximate limit. It is in fact well known that the 
exact equation satisfied by f reduces to the standard Landau 
equation3 if one assumes (i) that the interactions are weak 
and comparatively short range (dilute gas approximation), 
(ii) that initial conditions were specified at a time in the past 
long compared with the duration of a typical interaction, 
and (iii) that one can neglect the effects of nontrivial initial 
conditions and suppose that, at some initial time to, 

,u = IIJU)· 
The first two of these requirements seem reasonable 

physically; and indeed, they can be relaxed, at least in princi­
ple, in the context of a systematic perturbation expansion. 
The third requirement needs some further justification. For 
"ordinary," reasonably well behaved interactions, one can 
argue convincingly, and in certain cases prove,3 that generic 
nontrivial initial conditions will in fact decay as time goes by. 
The physical content of this statement is that any correla­
tions present at the outset will eventually become irrelevant 
compared with the systematically evolving correlations gen­
erated by the subsequent dynamics. For more perverse, long­
range interactions, like Newtonian gravity, this argument is 
most likely invalid: numerical simulations suggest that self-
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gravitating systems really do "remember" their initial condi­
tions for a very long time.4 For these perverse interactions, a 
systematic statistical analysis really requires the ansatz that 
no significant initial correlations be present. Whether this is 
reasonable is of course exceedingly difficult to say. Such a 
viewpoint is, however, if nothing else, consistent with the 
speculation that the Universe originated from a state of 
"maximum simplicity." After all, it is only on very large 
scales that self-gravity becomes important. 

It should also be stressed that, even neglecting "special" 
initial conditions, not every physical system of interacting 
entities will satisfy an H-theorem for all times. Consider, for 
example, a pair of harmonic oscillators with natural frequen­
cies WI and W 2, connected by a linear coupling derived from a 
pair potential V I2 = AX IX2, where A measures the strength of 
the interaction. In this simple case, one can solve explicitly 
for the evolution of the system in terms of arbitrary initial 
conditions; and, for appropriate choices of WI' W 2 , andA, it is 
easy to see that the motion will be periodic. After some time 
7, the system will return to its initial state: there can be no 
progression towards equilibrium. This means that, if the en­
tropy increases at one point of time, it must at some other 
time decrease. 

This does not, however, imply that the entropy (1.1) is 
devoid of physical meaning. Even if this S does not satisfy an 
H-theorem, it can provide a useful measure of the degree of 
correlations in the system. Thus, e.g., if one supposes that, at 
some initial time to, the system was free of correlations, the 
interactions between the oscillators will result in an initial 
generation of correlations and a concomitant increase in en­
tropy! 

This initial entropy increase is in fact a very general 
result. Consider a collection of N objects which interact via 
arbitrary two- and higher-body forces characterized by a 
coupling constant A. Assume then that, at some initial time 
to, the system was completely free of correlations, so that 
,u = IIJU). It follows that, an instant at later, 

dSCt
0d; at) =A 2jaj2!:J.t>O, (1.4) 

where la 1
2

, which is intrinsically positive, reflects the form of 
the initial state. A proof of this claim for a specific model 
interaction was provided in Ref. 5. A more general proof will 
be provided below. The important point to note here is that, 
even if an H-theorem does not hold for all times, the entropy 
(2.1) can still provide a useful measure of correlations. To 
show that S reflects correlations, and to show that S always 
increases, are two distinct and separate issues. 

To the extent that a system is truly periodic and no sys­
tematic evolution towards a more "random" state is ob­
tained, one might perhaps argue that S does not warrant the 
appellation entropy. What does, however, appear to be an 
empirical fact is that, for realistic complicated systems, cou­
plings between degrees of freedom lead to a progression 
towards a more random sort of state. 

The object of this paper is to formulate a notion of non­
equilibrium entropy for a classical or quantum field which 
parallels as closely as possible the particle entropy described 
in this Introduction. This notion of entropy is such that it is 
conserved absolutely for a source-free linear field in Min-
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kowski space, but assumes a time dependence in the presence 
of couplings induced, e.g., by nonlinearities, sources, or a 
nontrivial background space-time. 

The program of this paper is as follows: Section II 
sketches out the basic picture for a classical or quantum field 
in Minkowski space, emphasizing in particular (i) the ques­
tion of physical interpretation and (ii) the formal similari­
ties between the classical and quantum theories. Section III 
then addresses the additional complications, both concep­
tual and practical, which arise for fields propagating in a 
nontrivial dynamical space-time. Section IV introduces the 
notion of a sUbdynamics to show explicitly that the field 
entropy S defined in Secs. II and III does in fact provide a 
measure of correlations, demonstrating that, in the presence 
of couplings between degrees offreedom, an initially uncor­
related state leads necessarily to an initial increase in en­
tropy. Section V turns to the special question of physical 
interpretation in the context of a quantum theory, focusing 
upon a fundamental connection between changes in the field 
entropy and the phenomenon of particle creation. The prin­
cipal conclusion here is that the mechanism which gives rise 
to an initial increase in entropy will also cause an initial en­
hancement in the rate of particle creation. Section VI dem­
onstrates that, in a precise and well-defined mathematical 
sense, the S defined in Secs. II and III is the only measure of 
entropy consistent with the notion of subdynamics defined 
in Sec. IV. Finally, Sec. VII summarizes the principal re­
sults, speculates upon the more generic time dependence of 
S, and concludes by reflecting upon the connection between 
the entropy defined here and the "geometric" entropy asso­
ciated, e.g., with the event horizon of a black hole in general 
relativity. 

It should, perhaps, be noted that, although the analysis 
presented here is comparatively abstract, the key ideas were 
motivated originally by a desire to understand nonequilibri­
um processes in the early Universe. The sense in which these 
ideas are relevant there is considered in a companion paper 
by Hu and Kandrup. 6 

Units are chosen throughout such that Planck's con­
stant h 12IT and the speed oflight c are equal to unity. 

II. NONEQUILIBRIUM ENTROPY IN MINKOWSKI SPACE 

A. Classical field theory 

As noted already, the object of this paper is to construct 
a notion of entropy for a classical or quantum field which 
parallels as closely as possible the notion of particle entropy 
posited in Sec. 1. This implies, in particular, three specific 
requirements. 

( 1 ) This entropy S must provide a measure of the degree 
of correlations in the system. If there are no couplings 
between degrees of freedom, so that no correlations can be 
generated, S must be conserved. 

(2) This Smust satisfy an H-theorem inequality, at least 
in some appropriate limit. One demands that an "initially 
uncorrelated" system leads to an initial increase in S; and 
one anticipates (or at least hopes) that S will increase mono­
tonically for all times, this corresponding to an approach 
towards equilibrium. 
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(3) This S must in some sense be physically meaningful. 
The key idea underlying the analysis is that the field 

entropy S should be constructed from an appropriate analog 
of the one-particle distribution functions lei). One knows 
that, at least in flat space, a classical field theory is equivalent 
mathematically to an infinite set of oscillators. The statisti­
cal description of such a field takes, therefore, as its funda­
mental object a many-oscillator distribution function fl, the 
evolution of which is governed by a Liouville equation which 
expresses conservation of probability. Given this fundamen­
tal fl, one can then define reduced distribution functions 
g(qA ,ITA ,t) =g(A) in the obvious way for each oscillator by 
integrating over the "position" and "momentum," qB and 
IT B' of each of the remaining oscillators: 

g(A) =g(qA ,ITB,!) = J IT dqB d'TTB fl({qe>'TTc};t)· 
B#A 

(2.1 ) 

Given these one-oscillator g(A ) 's, one is then instructed to 
define an entropy 

Set) = - ~ J dqA d'TTA g(A)logg(A). (2.2) 

Because the field is equivalent to an infinite set of oscillators, 
the sum in this expression is an infinite one, so that the en­
tropy so defined might well prove infinite, at least formally. 
This, however, is not especially relevant for the present dis­
cussion. What is relevant is whether this S can be shown to 
increase in the presence of evolving correlations. 

The first obvious point to note is that, although, in the 
absence of material sources, Tr fl log fl is a constant of the 
motion, the entropy ofEq. (2.2) will in fact be time depen­
dent if there exist couplings between degrees of freedom. It 
follows trivially that, for a linear free field, dS Idt=O, but, in 
the presence of nonlinearities such as those arising in a A <{>P 

field theory, one concludes instead that, in general, dS Idt 
#0.5 This is no different from the statement that a system of 
N non interacting particles must conserve its entropy, but 
that, once one allows for particle interactions, the entropy 
will in fact change with time. 

One can, moreover, demonstrate that, in the presence of 
such ccuplings induced by nonlinearities, S will satisfy for 
short times the same sort of H-theorem as did the particle 
entropy of Sec. 1. Specifically, if one supposes that, at some 
initial time to, the system was free of correlations, so that 
fl = IIAg(A), it follows rigorously that dS(to + 6.t)ldt> 0. 
The proof of this statement, provided in Sec. IV, is the same 
for particle and field theories. The crucial point is simply 
that, for early times, dS Idt will be quadratic in the interac­
tion Liouvillian which generates the evolving correlations! 
For a system of particles interacting via two-body forces, the 
interaction Liouvillian for a pair of particles i andj takes the 
form 

I aVij a 
Lij=A--'­

ax; Jp; 
(2.3 ) 

where A is a coupling constant. For a simple ,1<1>3 field the­
ory, the analogous object is 
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!f'~B =AqBqA-B~' 
a1TA 

In each case, one concludes that, to first order in I::.t, 

dS(to + I::.t) = A 21a1 21::.t> 0, 
dt 

(2.4 ) 

(2.5) 

where la 12> 0 depends upon the form of the initial state. 
In the presence of material sources (e.g., when consider­

ing a collection of charged particles interacting via an elec­
tromagnetic field) the analysis becomes more complicated 
mathematically, but the physical picture remains un­
changed. The fundamental object for the composite system 
of particles and fields is now an enlarged distribution func­
tion v depending upon both particle and field variables 
which satisfies a Liouville equation expressing probability 
conservation in an enlarged particle-plus-field phase space. 
It follows trivially from the linearity of the Liouville equa­
tion that Tr v log v is conserved absolutely, but that the total 
entropy 

S-= - ? J dXj dpJ(i)logf(i) 

-~ J dqA d1TA g(A )log g(A) (2.6) 

will in general exhibit a nontrivial time dependence. Local 
equations for af(i)lat or ag(A )/at analogous to Eq. (1.3) 
now involve the particle-oscillator correlation function 

h(i,A) = J II dXj dpj J II dqB d1TB 
j#j B#A 

X V(Xl,Pl,···,XN,PN' {qc.1T c };t). (2.7) 

And the couplings buried in this h (i,A) induce a nontrivial 
dS I dt just as surely as do the couplings associated with the 
direct particle-particle interactions of ordinary Newtonian 
dynamics or the nonlinearities discussed above. 

Since the physical picture here is not different from that 
arising in a nonlinear field theory, but significantly messier 
mathematically, this situation will not be considered in any 
detail in this paper. One may, however, note that it is com­
pletely straightforward to use the techniques developed in 
Ref. 7 to parallel the discussion here and obtain a theory of 
nonequilibrium entropy for an interacting system of parti­
cles and fields. 

It remains here to at least address the issue of whether 
the field entropy (2.2) is physically meaningful. After all, 
the oscillators that one is considering are only mathematical 
constructs, and one would not expect to measure any g(A) in 
a realistic experiment. One reason to believe that the g(A) 's, 
and hence S, are meaningful is that the g(A ) 's serve at least 
to define physically measurable average values. Thus, for 
example, if one considers a scalar field 

<I>(X,t) -= I qk (t)exp( - ik·x) , (2.8) 
k 

it follows immediately that the statistical average value 

(<I>(X,t» = I (qdt»exp( - ik·x), (2.9) 
k 

where 
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(qk (t» = Tr f.lqk (t) = J dqk d1Tk g(k)qk (t). (2.10) 

This is completely analogous to the situation in a particle 
theory. Here, for example, the true mass density 

(2.11 ) 

whereas the average density 

(2.12) 

with 

(n j (x,t» = Tr f.lt3 D (x - x j ) 

= J dX j dpJ(i)OD [x - Xj (t)] . (2.13 ) 

One should note, moreover, that if an H-theorem holds, 
S can provide a useful diagnostic for the evolution of phys­
ical observables. For a free, linear field, each mode will of 
course evolve independently, so that the entropy, which is 
after all conserved, will not be of particular significance. 
Thus a scalar field satisfying the Klein-Gordon equation 

- at 2<1> + 1::.<1> = 0 (2.14) 

leads trivially to the averaged equation 

(2.15 ) 

If, however, there exist correlations generated by couplings 
between the modes, one acquires an effective "source" l:, 
and the evolving S can provide useful information about the 
effects of this l:. Thus, for example, the true nonlinear equa­
tion 

- at 2 + 1::.<1> + A<I>2 = 0 

leads to a statistically averaged equation 

- at 2(<1» + 1::.(<1» + A (<1»2 = l:, 

(2.16) 

(2.17) 

where the source l: involves couplings between each mode A 
and the modes B and A-B. 5 

B. Quantum field theory 

The discussion hitherto has focused exclusively upon a 
classical field theory. It is, however, completely straightfor­
ward to formulate a corresponding quantum theory for a 
bosonic system with integral spin, provided only that the 
fundamental dynamics can be cast into a Hamiltonian formS 
(the generalization to a spin-! fermionic system is currently 
under investigation 9 ). All that one need do is implement the 
standard formalism of canonical quantization, assuming 
that the Poisson bracket is to be replaced by a commutator. 
Indeed, one could equally well construct a quantum statisti­
cal theory for a non-Hamiltonian system provided only that 
one is willing to accept some (perhaps quite ad hoc) quanti­
zation prescription. 

It is, however, important to emphasize that the interpre­
tation of the field entropy (2.2) as providing a measure of 
correlations does rely upon one important feature guaran­
teed for Hamiltonian systems which will not, however, hold 
in general, namely the notion of conservation of phase ex­
pressed by the Liouville theorem. Consider, e.g., a collection 
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of N identical classical, noninteracting particles which feel 
the influence of an external force Fa which depends upon the 
coordinates, momenta, and time in a perverse fashion which 
cannot be formulated in a Hamiltonian framework. In this 
case, one still has a well-defined notion of probability conser­
vation in an appropriate 6N-dimensional (x,p) space, and it 
follows at once that the N-particle f1 will satisfy the relation 

af1 N a (dXi a) N a (dpia ) -+I--Il+I-. -11=0, 
at i~ I ax/ dt i~ I apia dt 

(2.18 ) 

so that, since the particles are noninteracting, 

(2.19 ) 

It does not, however, follow in the usual way that the Boltz­
mann entropy will be conserved! Rather, one calculates ex­
plicitly that 

dS J aFa -=N dxdp-f(l + logf), 
dt apa 

(2.20) 

which certainly need not vanish. In the absence of conserva­
tion of phase, which would be guaranteed if 

~(dxa)+~(dPa)_o (2.21) 
axa dt apa dt -, 

even a noninteracting theory entails a time-dependent en­
tropy. 

It may also be emphasized that this is not a purely tech­
nical observation with no physical relevance. A similar prob­
lem arises in general relativity if one wishes to reexpress geo­
desic flows in a space-time with metric g~/3 in terms of a 
slightly different metricga /3 (as would, e.g., be required for a 
phase space description of linearized perturbations away 
from some static background). In this case, the prescription 
oflsrael and KandruplO leads to a four-force 

Fa = or;vllaAYpv/m , 

where llaA is the spatial projection tensor constructed from 
Pa and gaA' and or;v is the difference between the Christof­
fel symbols associated with g~/3 and ga/3' It then follows that 
aFa/aPa #0, and this implies that the entropy flux sI", as 
defined, e.g., by Israel, II will not be divergence-free. 

In any case, at least for Hamiltonian systems, the only 
really new feature of a quantum statistical description is that 
the distribution function f1 must be reinterpreted as a density 
matrix with an evolution governed by the usual quantum 
Liouville equation. Reduced distribution functions, such as 
g(A), realized as reduced density matrices, are obtained by 
partial traces over the degrees of freedom of some subset of 
the oscillators. The field entropy S is then defined in terms of 
the reduced g(A)'s by the obvious prescription 

S= - ITrA g(A)logg(A), (2.22) 
A 

where Tr A denotes a trace over the degrees offreedom of the 
A th oscillator, realized in an arbitrary (e.g., coordinate or 
momentum) representation. 

As illustrated in Sec. IV, one can, either classically or in 
the framework of a quantum description, formulate a sub-
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dynamics for the evolution of the g(A ) 's which contains no 
explicit reference to the higher-order correlations. And, by 
using this subdynamics, one can again prove an initial en­
tropy increase (2.5) for a system which evidences no initial 
correlations. There remains the well-known problem of ob­
taining a true probabilistic interpretation of the quantum f1 
or g(A) 's, but this has no immediate bearing upon the inter­
pretation of S as a measure of correlations. 

Given the quantum or classical equations of motion, 
and the existence of a density matrix or distribution function 
f1 which satisfies a linear Liouville equation, the quantum 
and classical statistical theories are essentially identical! 

The quantum theory does, however, admit to one en­
richment of interpretation. Specifically, in the context of a 
quantum description, it is conventional to interpret a change 
in the field as representing the creation or destruction of 
particles. Thus, in particular, if the A th oscillator is charac­
terized by a natural frequency aJ A' it is customary to inter­
pret the statistical average 

(NA)=q1TA2+1aJA2qA2)/aJA -1 (2.23) 

as representing the "number of quanta in the A th mode." 
One might, therefore, seek to establish a connection between 
changes in the entropy (2.22) and changes in the average 
(NA ). The gratifying fact, discussed in great detail by Hu 
and Kandrup, 6 and considered briefly in Sec. V, is that such 
a connection does exist. Evolving correlations lead not only 
to an increase in the entropy, but to an increase in particle 
number. 

That this is the case is illustrated by the following state­
ment, a proof of which is presented in Sec. V. Consider a 
source-free nonlinear field theory in flat space realized as a 
collection of oscillators, and suppose that the (NA ) of Eq. 
(2.23) represents the number of particles in the A th mode. 
Write the total density matrix f1 in the form 

(2.24) 

where f11 =f1 - IIAg(A) reflects the "piece" of the total f1 
which contains information about correlations amongst the 
degrees offreedom. Suppose then that, at some initial time to, 
III vanishes identically. It follows rigorously that, at time 
to + Ilt, the contribution to d (NA )/dt which involves the 
generated f11 (to + M) is intrinsically positive. 

III. NONEQUILIBRIUM ENTROPY IN CURVED SPACE· 
TIMES 

A. Conceptual issues 

The further generalization of this basic picture to a 
quantum field theory in a fixed curved background space­
time is again comparatively straightforward, at least formal­
ly, provided only that one can implement a preferred 3 + 1 
splitting into space and time, and that one specifies a pre­
ferred set of spatial functions at each instant oftime to gener­
alize the standard decomposition into plane waves. Provided 
that the space-time is not too perverse, the Cauchy problem 
will be well defined, and, given a consistent notion of dynam­
ics, a statistical description should be possible. The only new 
significant technical complications arise from the fact (i) 
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that, in general, one cannot expand in spatial plane waves, 
and (ii) that, in a dynamical space-time, the three-Hamilto­
nian H derived from the fundamental action will manifest an 
explicit time dependence. 

The fact that H is time dependent does not, in itself, 
generate any serious conceptual or practical problem. 12 A 
time-dependent H most likely precludes the possibility of an 
equilibrium, II but a nonequilibrium statistical description is 
still quite possible. At a conceptual level, field theory in a 
classical time-dependent gravitational field is not very differ­
ent, in many respects, from quantum electrodynamics in a 
time-dependent, externally imposed, classical electromag­
netic field. 

Strictly speaking, the introduction of a specific 3 + 1 
splitting, or, equivalently, the specification of a family of 
preferred observers, arises already in Minkowski space. 
Thus ordinary quantum field theory is usually formulated 
from the point of view of inertial observers; and it is well 
known that, even for the simplest case of a source-free linear 
field theory, an accelerated observer will interpret the phys­
ics very differently. Thus, for example, the state which, to an 
inertial observer, corresponds to a true vacuum will, to a 
uniformly accelerated observer, correspond instead to a 
thermal state with a temperature proportional to its accel­
eration. 13 

One might, therefore, conjecture that in curved, as in 
flat, space one ought simply to restrict attention to freely 
falling observers. This, however, does not suffice to solve the 
problem. The symmetries of Minkowski space imply that 
any inertial observer will see "space" as homogeneous and 
isotropic, free of event horizons and other global complica­
tions, so that there is a natural decomposition of any field 
into plane waves exp( - ik·x). In curved spaces, however, 
there is in general no obvious analog of these plane waves, 
and two different freely falling observers might find it con­
venient to expand in two very different sets of "spatial" func­
tions. 

Given that the natural spatial functions are no longer 
necessarily plane waves, it is not especially convenient to 
introduce the concept of a Wigner function except in a type 
of "quasilocal" approximation. Indeed, the conventional 
noncovariant construction of such Wigner functions by 
means of the Weyl prescription exploits, in a deep and funda­
mental way, the space translational symmetry of Minkowski 
space. 14 And, similarly, the covariant Wigner functions of 
flat space exploit the time translational symmetry as well. 15 

This does not, however, imply that Wigner functions are 
totally useless in curved space-times. By assuming that the 
space-time is comparatively smooth, i.e., that the gravita­
tional "field" does not change too quickly in space and time, 
one can use a Riemann normal coordinate construction to 
obtain a notion of the Wigner function which does provide 
useful insights into the overall dynamics. Thus, for example, 
one can show that a free scalar field may be characterized by 
a Wigner function fw (XU,Pu ) which, in a first approxima­
tion, satisfies the "collisionless Boltzmann" equation 16 

(3.1 ) 
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the same equation which would be satisfied by a collection of 
noninteracting classical point masses. This is a very intuitive 
sort of relation, implying simply thatfw is conserved under 
Lie transport along the classical geodesics 

dxu dpu A 
- = pU and -- = r UJ1.PApi'. (3.2) 
dr dr 

The important point to observe, however, is that, whereas 
this equation is exact for classical point masses, it is only an 
approximation for the quantum field. A more careful analy­
sis shows thae 6 

dfw 
dr = C [fw] , (3.3 ) 

where C [f w ] , which can be calculated perturbatively, in­
volves the Riemann curvature tensor and derivatives 
thereof. 

This is qualitatively similar to what happens to a 
charged particle in flat space. Here, classically, the one-par­
ticlef(xU,pu) will satisfy exactly the equation 

df = pU Jf + eFu"pi' Jf = 0, (3.4) 
dr Jxu Jpu 

where e is the charge and Fu(3 the Maxwell tensor. However, 
the Wigner functionf w (XU,Pu ) appropriate for a Dirac field 
will instead satisfy an equation of the form 

dfw 
dr ='G'[fw] , (3.5) 

where 'G' [f w ] involves the derivative V uFJ1.v' In each case, 
one acquires corrections proportional to the "tidal forces" 
acting between nearby points which may be interpreted as 
reflecting the effects of "virtual particles." 

For better or ill, the basic point of view adopted in this 
paper circumvents completely the notion of the Wigner 
function by working directly with the density matrix,u. One 
advantage therein is the fact that one has not built into the 
basic formalism any underlying assumptions that reflect the 
special symmetries of flat space. The density matrix,u has a 
natural meaning in and of itself in terms of the 3 + 1 splitting 
and an arbitrary choice of spatial functions. 

Another related feature of this description is that it is 
intrinsically nonlocal. The g(A) 's are defined in an abstract 
(q,1T) space which has no direct connection with the space­
time manifold or the associated cotangent bundle. This 
means that there is no natural sense in which some piece of 
the total entropy S can be associated with some piece of the 
space-time. The g(A) 's are dependent upon the choice of 
spatial functions which contain important information 
about the global properties of the space-time. As will be dis­
cussed in Sec. VII, this seems a desirable feature if one wishes 
to establish a connection between the ideas presented here 
and the geometric entropy associated, e.g., with a black hole 
in a static space-time. Here, following Bekenstein and 
Hawking, 17 one is wont to associate with the space-time an 
entropy proportional to the area of the event horizon, but it 
is clear that the existence of such an event horizon is manifest 
only in a global description of the physics. 

This non locality does, however, have one perhaps unde­
sirable implication, namely that it would seem difficult, if 
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not impossible, to construct a natural covariant generaliza­
tion. The situation is, e.g., very different in relativistic kinetic 
theory. 12 There one is wont to associate with the distribution 
of matter in the space-time an entropy flux s"(xa

), a vector 
field defined in the space-time manifold. The content of an 
H-theorem is then encapsulated in the covariant statement 
that the covariant divergence of s" is intrinsically non-nega­
tive: V ps";;;'O. Only by breaking manifest covariance and in­
tegrating over some arbitrary spacelike hypersurface does 
one reach the non covariant (but observer-independent!) 
conclusion that dS Idt;;;.O. 

In the absence of a covariant theory, it is not at all clear 
that the monotonic increase of the field entropy (2.22) is a 
statement with which all observers would agree. Indeed, one 
is confronted with two even more fundamental questions: 
( 1) Will all observers agree that correlations do, or do not, 
exist between degrees of freedom for the field?; and (2) will 
they even agree whether couplings exist between these de­
grees of freedom? These, however, are issues which arise 
already in ordinary quantum field theory in curved space­
time, and, especially, in analyses of particle creation, so that 
it is probably fair to say: In this regard, at least, the notion of 
entropy presented here is as reasonable-or unreasonable­
as the standard discussions of particle creation. 

In any case, to recapitulate: If one is willing to imple­
ment a preferred 3 + 1 splitting and a preferred decomposi­
tion into spatial functions, the formal structure of the statis­
tical description is not very different from that arising in 
Minkowski space. What is different are the new sorts of 
physical implications induced by a nontrivial dynamical 
background space-time. 

B. Three examples 

1. A static space-time 

In this case, there exists a natural 3 + 1 splitting, t being 
the coordinate associated with the time translational invar­
iance. The metric can then be written in the form 

ds2 = g dxP dxv 
pv 

=gtt(dt)2+gabdxadxb (a,b=1,2,3), (3.6) 

where the metric functions gtt and gab depend only upon the 
spatial coordinates xa. As a simple illustration, consider the 
minimally coupled massive Klein-Gordon field satisfying 

(3.7) 

where V P denotes a covariant derivative. For the metric of 
Eq. (3.6), <I> satisfies the equation 

gtt a 2<1> + ( _ g) -1/2 ~( _ g) 1/2~b ~<I> _ m 2<1> = 0, 
at 2 axa axb 

(3.8) 

and, consequently, it is natural to expand in terms of the 
eigenfunctions of the operator 

~=( _gtt)-I{( _g)-I/2~ (_g)1/2gab~_m2}, 
axa axb 

( 3.9) 

the natural generalization of the flat space Laplacian. One 
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discovers thereby that the modes effectively decouple, each 
qA satisfying a distinct equation; and, consequently, it fol­
lows that the entropy is conserved. For a source-free linear 
field in a static space-time, dS Idt=O. 

This result manifests an obvious connection with the 
phenomenon of particle creation, it being well known that, in 
the absence of perverse global effects like event horizons, a 
source-free linear field in a static space-time admits no parti­
cle creation. 18 If, however, one allows for nonlinearities in 
the basic field equation, as would be induced, e.g., by a A<f>P 
coupling, and if, as would seem natural, one still expands in 
terms of the eigenfunctions of ~, the qA'S will be coupled 
with one another. And this coupling guarantees that dS Idt 
will no longer be conserved. Correlations will evolve and 
these will lead to changes in the entropy. This change in S is 
again related to particle creation. As will be shown in Sec. V, 
if the system is free of correlation at some initial time to, the 
evolving correlations induced by the dynamics will lead both 
to an initial increase in entropy and to an enhancement in the 
rate of particle creation. 

2. A conformally static space-time 

A net overall expansion or contraction has comparative­
ly little effect upon the evolution of the entropy. It is natural 
now to write the metric in the form 

( 3.10) 

which differs from Eq. (3.6) only by the presence of the 
conformal factor net). And, with such a metric, it is again 
natural to expand the Klein-Gordon field (3.7) in terms of 
the eigenfunctions of the ~ of Eq. (3.9). The equation satis­
fied by each qA now becomes more complicated, 19 but, nev­
ertheless, one discovers thereby that, in the absence of non­
linearities, the modes remain decoupled so that dS I dt= o. If, 
alternatively, one allows for nonlinearities, one again in­
duces couplings between the modes which lead to a noncon­
served entropy and a simple H-theorem inequality. 

For the case of a conformally static space-time, the con­
nection between entropy generation and particle creation be­
comes more subtle, it being well known that even a source­
free linear field theory can lead to the creation of particles. 
The point to observe, however, is that particle creation can 
be triggered by two quite distinct mechanisms. 

( 1) The fact that the space-time is dynamic leads to a 
mixing of positive and negative frequency states, and hence a 
change in the number of particles in any given mode. 20 This 
may be interpreted as a manifestation of the type of "para­
metric amplification" well known in quantum optics.6 

(2) Couplings between modes will lead to the creation 
or destruction of particles whether or not the space-time is 
dynamic. 

The entropy S defined in this paper says absolutely 
nothing about the effects of "parametric amplification." The 
particle creation associated with "mode-mode coupling" 
does, however, correspond to an increase in the entropy. If 
one starts with an initially uncorrelated state at some time to, 
the generated correlations reflected in the,ul of Eq. (2.24) 
necessarily induce a net creation of particles at time to + ~t. 
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3. A Mixmaster Universe (Ref. 21) 

These models correspond to a class of cosmological so­
lutions to the Einstein equation which admit a foliation into 
a family of spacelike hypersurfaces, each of which is homo­
geneous but characterized by a nontrivial and dynamic spa­
tial curvature. The existence of the foliation leads to a natu­
ral3 + 1 splitting, and the theory of harmonic analysis leads 
to a natural selection of spatial eigenfunctions in terms of 
which to expand, so that the choice of mode decomposition 
is very nearly canonical. 

The crucial new effect in such a universe is the fact that 
even a linear field theory leads to a collection of coupled 
oscillators! The ordinary flat space equations 

d 2qA 2 2 k 2 2 + lU q 0, lUA = A + m , -;Jr2 A A 
( 3.10 

for a Klein-Gordon field are now replaced by more compli­
cated equations22 

d
2
qA dqB '" --+ IbAB --+ £..CABqB =0, 

dt 2 
B dt B 

(3.12 ) 

where bAB and CAB are time-dependent coefficients which 
reflect the effects of the dynamical curvature. For the special 
case of a conformally static Friedmann Universe, the matri­
ces b AB and CAB are diagonal and the modes decouple, 19 but, 
in general, one infers a linear coupling between the modes 
which induces a time dependentS(t). Formally, this may be 
understood by observing that, in the presence of nontrivial 
dynamics, the appropriate choice of spatial eigenfunctions 
will in fact exhibit a parametric time dependence. 

This illustrates the important fact that, in a realistic dy­
namical space-time, even the simplest source-free linear field 
theory can lead to a nontrivial generation of entropy. The 
notion of entropy becomes, if anything, even more important 
in a dynamical space-time manifold. 

IV. THE DERIVATION OF A SUBDYNAMICS AND AN H­
THEOREM INEQUALITY 

A. The derivation of a subdynamics (Ref. 23) 

The object of this section is to derive an exact closed 
equation for the evolution of S( t) involving only the reduced 
one-oscillator g(A) 's, and to use that exact equation to prove 
a short time H-theorem for a state evidencing no initial cor­
relations. Most of the work entails the construction of a sub­
dynamics for the g(A ) 's and a derivation of an exact equa­
tion for their evolution which involves no explicit reference 
to the higher-order correlations. Once such an equation has 
been obtained, it is straightforward to evaluate dS I dt, and it 
is completely trivial to show that an initially uncorrelated 
state leads to an initial entropy generation. 

The starting point for the analysis is a collection of "ob­
jects" that interact in a fashion described by the classical 
equations of motion 

and 
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dqA =aA(qA,1TA;t) +SA({qB,1TB};t) 
dt 
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A = 1,2,3, ... , 

(4.1 ) 

where a, Y, S, and 17 are arbitrary time-dependent functions 
of the q's and 1T'S, required only to satisfy the conditions 

I (aaA + aYA ) = 0 
A aqA a1TA 

and 

(4.2) 

These equations could have been derived from a Hamilto­
nian-as would be expected for most realistic systems (re­
call, however, the caveat in Sec. II B!)-but that is by no 
means necessary. The conditions (4.2) ensure an analog of 
the standard Liouville theorem, i.e., conservation of phase, 
so that the fundamental Liouville equation is truly linear. 
The construction of a subdynamics per se does not require 
the imposition of these conditions, but, if they are not im­
posed, one cannot infer a one-to-one correspondence 
between changes in the entropy (2.22) and the evolution of 
correlations in the system. 

Note also that the equations of motion (4.1) are signifi­
cantly more general than one might reasonably expect for 
any realistic field theory. This generality should, however, 
serve to emphasize that the proof presented here is of very 
broad generality, including as a special case a collection of N 
point masses interacting via two-body forces. 

The fundamental object for the statistical description of 
such a classical system is a many-object distribution function 
fl defined in an infinite-dimensional phase space. The details 
of this phase space are not particularly relevant here; and, as 
discussed by Kandrup,19 one can assume simply that it is 
constructed in the obvious way as the direct product of an 
infinite number of two-dimensional, flat, one-object phase 
spaces. The only important point is that there exist a notion 
of probability conservation, so that 

afl (dqA ) (d1TA) -+ I -fl + I -fl =0. 
at A dt A dt 

(4.3) 

Given this expression of conservation of probability, it fol­
lows immediately from Eqs. (4.1) and (4.2) that the evolu­
tion of fl is governed by the linear Liouville equation 

afl + I (aA + SA) :fl + I (YA + 17A) aa
fl 

at A uqA A 1TA 

== afl +Lu o. 
at 

(4.4) 

It is useful to view this L as a sum offree and interaction 
Liouvillians, denoted, respectively, L 0 and L I, 

(4.5 ) 

and 

I '" a '" a -"'L1 L == £..SA -- + £..17A --= £.. A' 
A aqA A a1TA A 

( 4.6) 

The obvious point is that it is the L lA'S which induce evolv-
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ing correlations amongst the qA'S. If L fA =0 for all theA's, 

the system is non interacting and dS /dt=O. 
Two important identities should be noted. 
(1) Let TrA denote a trace over the degrees of freedom 

of the A th object, i.e., an integration fdQA d1TA. It then fol­
lows trivially that the operators LOA and L fA are antisym­
metric in the sense that, for any two functions ¢ and X, 

and (4.7) 

This implies, in particular, that 

(4.8 ) 

(2) Similarly, it follows that, for any function ¢ of the 
g(A)'s, 

and 

LOA¢[g(A)] =~LOAg(A) 
dg(A) 

LfA¢[g(A)] =~LfAg(A). 
dg(A) 

( 4.9) 

The operators LOA and L fA satisfy the Leibnitz rule. It is 
this identity which would fail in the absence of conservation 
of phase. 

The generalization to a quantum description introduces 
no serious mathematical complications. If the equations of 
motion (4.1) derive from a Hamiltonian, one can simply 
implement the standard prescription of canonical quantiza­
tion. In this event, the classical Liouvillian L is nothing other 
than the Poisson bracket {H, ... }, and the corresponding 
quantum L is a commutator [H, ... ]_. If a Hamiltonian H 
does not exist, one requires some other rule to generate the 
quantum analog of the equations of motion. In either case, 
the distribution function j.l is simply reinterpreted as a den­
sity matrix and the classical equation (4.4) as a quantum 
Liouville equation 

a:; + Lj.l = 0, ( 4.10) 

whereL is an abstract operator. The only important require­
ments are (i) that L remain linear, (ii) that L still admit a 
decomposition into linear contributions LOA and L fA' and 
(iii) that the quantumL ° A and L fA still satisfy the identities 
(4.7) and (4.9), where TrA is interpreted now as an abstract 
trace. These requirements are, e.g., guaranteed in the frame­
work of canonical quantization. The analysis henceforth in 
this section will be formulated abstractly in a fashion appli­
cable to either a classical or a quantum description. 

The idea underlying a subdynamics is that one can view 
the total distribution function or density matrixj.l as being a 
sum of "relevant" and "irrelevant" contributions, j.lR and 
j.lf' and that one can extract from the full Liouville equation 
an exact equation for the evolution ofj.lR which contains no 
explicit reference to j.lf. The desired entropy Set) is to be 
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constructed in terms of the reduced one-object g(A),s de­
fined by the prescription 

g(A) == II Tr j.l, 
B¥A B 

(4.11 ) 

and, consequently, it is natural to introduce the decomposi­
tion (2.24), setting 

j.l = j.lR + j.lf' 
where 

(4.12 ) 

The object now is to implement this decomposition in a 
canonical fashion by means of projection operators. 24 Spe­
cifically, what is required is a linear operator P(t) defined to 
satisfy the three requirements 

P(t)j.l(t) = j.lR (t), (4.13 ) 

P(t2)P(tl) = P(t2) for t2>t1, (4.14 ) 

and 

[Pc!), :Jj.l(t) = o. (4.15 ) 

The first of these ensures that P projects out the desired j.l R . 

The second implies that P is in fact idempotent. The third 
guarantees that the operations of projection and time evolu­
tion commute, at least when restricted to the fundamental 
j.l(t).25 

Given such a P, it is straightforward to obtain the de­
sired closed equation for j.l R . By acting upon the fundamen­
tal Liouville equation with the operators P and (1 - P), one 
is led to the coupled system 

aj.lR -----at + PLj.l R = - PLj.l f (4.16) 

and 

(4.17 ) 

It is then trivial to write down a formal solution to Eq. 
( 4.17), yielding j.l f (t) in terms of the retarded j.l R (t - 7); 

and, by substituting that solution back into Eq. (4.16), one 
obtains the desired closed equation for j.l R' Thus, in terms of 
an initial condition j.lf (to), one concludes that 

aj.l (t) 
R + P(t)L(t)j.lR (t) 
at 

= - P(t)L (t):§ (t,tO)j.lf (to) 

+ L- t

Od7P(t)L(t):§(t,t-7) 

x [1 - P(t - 7) ]L(t - 7)j.lR (t - 7), 

where 

(4.18 ) 

:§ (t2'!1) = Texp { - L' dr[ 1 - P( 7) ]L( 7)} (4.19) 

and T denotes a time ordering operator. 
By integrating over the degrees of freedom of all but one 

of the objects in the system, one then obtains equations for 
each Jg(A )/at in terms of g(A) and the remaining g(B),s. 
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And, given these equations, it is straightforward to evaluate 
dS /dt. Alternatively, one could evaluate that quantity di­
rectly by observing that the field entropy (2.22) can also be 
written in the form 

S = - Tr f.-lR 10gf.-lR' ( 4.20) 

where Tr denotes a trace over all the degrees of freedom. It 
remains, however, to prove that the desired P actually exists 
and to consider in greater detail its action on such quantities 
of interest as Lf.-l R' These issues could be addressed at purely 
formal level by endowing P with additional properties and 
then constructing a rigorous existence proof. 26 

It is, however, instructive instead to proceed construc­
tively by exhibiting a specific P that satisfies Eqs. (4.13)­

(4.15) and then evaluating directly its effects upon the rel­
evant quantities. One convenient choice, considered in the 
past,5.7 is obtained by generalizing the approach of Willis 
and Picard2 for a system of N interacting point masses. Spe­
cifically, one is instructed to view the infinite collection of 
objects as the N -+ 00 limit of a finite system, and then define 

N 

PCt) = lim I II g(B) Tr 
N-oo A~ 1 B#A B 

N 

- lim (N - 1) II g(B)Tr. 
N- 00 B ~ 1 B 

(4.21 ) 

It is simple to verify that this P satisfies Eq. (4.13), and a 
proofofEq. (4.15) is also not hard. The proof that Pis in fact 
indempotent is somewhat more difficult, but can be con­
structed straightforwardly by observing that any function 
t(!(qA ,1TA , ... ;t) can be approximated with arbitrary precision 
as a sum of terms 

t(!i==II t(!/(qA,1TA )· ( 4.22) 
A 

By exploiting the explicit form of P and the first identity 
(4.8), it is easy to see that, when acting upon f.-l R , the opera­
tors P and L ° commute, so that 

PLOAf.-lR =LOAPf.-lR =LOAf.-lR' (4.23) 

Similarly, one can prove that, when acting onf.-lR' PL f serves 
to define an "average" value. Thus, one verifies explicitly 
that 

( 4.24) 

where {L fA} denotes an "average interaction Liouvillian" 
involving only the variables qA and 1T A' The form of this 
average will of course depend upon the form of L fA' and, 
particularly, whether the fundamental interactions are two-, 
three-, or higher-body. If, for example, L fA can be written as 
a sum of contributions L !, .. ·Bn involving the interaction of A 
with objects Bl, ... ,Bn , each of which satisfies Eq. (4.7), one 
can conclude that 

{LfA}f.-lR = I '" I {L!,Bn}f.-lR' (4.25) 
Bl Bn 

where, explicitly, 

{L !, .. Bn
} = Tr ... Tr L!' ·Bn g(B

l
)" ·g(B

n
). ( 4.26) 

B, Bn 

Note in particular that {L fA}' like L fA' satisfies the identi­
ties (4.7) and (4.9). 
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Now introduce the operator 

AA ==L fA - {L fA}. (4.27) 

One concludes then that, in the absence of initial correla­
tions, so that f.-l f (to) == 0, 

af.-l (t) 
R + I L °A (t)f.-lR Ct) + I{L fA (t)}f.-lR (t) 
at A A 

= 1'-7 d7P(t)L(t)~(t,t-7) 
X I AB Ct - 7)f.-lR (t - 7). ( 4.28) 

B 

This implies that each g(A) will satisfy an equation of the 
form 

ag(A,t) + L °A (t)g(A,t) + {L fA Ct)}g(A,t) 
at 

= Y[g(A,t)] 

== II Tr (' - 7 d7 P(t)L (t) ~ (t,t - 7) 
C #A C Jo 
x I AB (t - 7) II g(D,t - 7). 

B D 
(4.29) 

If Y [g] were assumed to vanish identically, one would be 
reduced to a type of "mean field" description appropriate in 
the limit thatf.-l = IIAg(A).1t is the nontrivial Y which leads 
to a nonconserved entropy. 

Equation (4.29) simplifies further. Thus, by virtue of 
Eq. (4.7) and the definition of P, it follows that, for any 
function t(!, 

II Tr(1 - P)t(! = 0, 
B#A B 

( 4.30) 

where the trace extends over the degrees offreedom of all but 
one of the objects in the system. Given, moreover, that 
~ (t,t - 7) is constructed as a sum of terms involving 
(1 - P), it follows that 

II Tr ~ (t,t - 7)t(! = O. 
B#A B 

(4.31 ) 

This means that, in Eq. (4.29), the operator PCt) can be 
omitted. Equation (4.7) implies further that L Ct) may be 
replaced by LA (t), and it is also found easy to see that, since 
LOA is independent of the variables B #A, its contribution 
vanishes identically. Finally, note that Eq. (4.31) implies 
also that L fA can be replaced by AA' One concludes, there­
fore, that 

y'[g] = II Tr (,-7 dtAACt)(gCt,t-7) 
C#A C Jo 

x I AB Ct - 7)f.-lR Ct - 7). ( 4.32) 
B 

B. The time dependence of the entropy 

Given Eq. (4.32), it becomes straightforward to evalu­
ate dS /dt. It follows at once that 

dS 

dt 

ag(A) - I Tr[1 + iogg(A)]--. 
A A at 
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Equations (4.9) and (4.29) then guarantee that, in the ab­
sence of initial correlations, 

dS = I Tr [L °Ag(A )log g(A) + {L IA }g(A ) log g(A) ] 
dt A A 

- I Tr[ 1 + log g(A ) ] Y [g(A) ]. 
A A 

(4.34) 

Equation (4.7), and the analog satisfied by {L I
A }, imply 

further that the first two terms in Eq. (4.34) vanish identi­
cally, so that 

dSU) 

dt 

-Tr r-r drI[1 +logg(A)]aA(t)~(t,t-7) 
Jo A 

xIaB (t-7)I1R(t-7). (4.35 ) 
B 

The antisymmetry of aA means that 

dS(t) =Tr r-r dt[IaA(t)IOgg(A,t)]~(t,t-7) 
dt Jo A 

x I a B (t - 7)I1R U - 7), ( 4.36) 
B 

and the fact that it satisfies the Leibnitz rule guarantees 
further that 

a A 10gg(A) =g-I(A)aAg(A) =I1R -laAI1R' (4.37) 

so that, finally, one concludes that 

dS(t) 1'- T --= Tr d711R -1(t)S(t)~ (t,t -7)S(t -7), 
dt 0 

(4.38 ) 

where 

(4.39) 

Given Eq. (4.38), the "short-time" H-theorem follows 
immediately. In the limit that 7-+0, ~ (t,t - 7) -+ 1, so that 
for small intervals at, 

( 4.40) 

An absence of initial correlations guarantees an initial in­
crease in entropy. Note further that this quantity is quadrat­
ic in the interaction Liouvillian, and, as such, if the typical 
interaction is characterized by a coupling constant A, the 
spontaneous entropy generation induced by 111 will, at least 
for short times, scale as A 2. 

For the case ofa classical system, wherel1 is realized as a 
distribution function, the final inequality in (4.40) follows 
immediately from the fact that 11 can never be negative. In 
the quantum case, however, the density matrix 11 need not be 
positive definite, so that the positivity of dS(to + at)ldt is 
less transparent. The basic conclusion does, however, follow 
immediately by working in a representation in which 11 R is 
diagonal. That 11 R may be diagonalized follows in turn from 
the fact that the density matrix must be symmetric (i.e., 
Hermitian), and, once I1R has been diagonalized, the in­
equality obtains trivially from the fact that the diagonal ele-
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ments of 11 R , and hence 11 R - I, must be non-negative. 27 

If, initially, I1I(t) does not vanish identically, the 
expression (4.38) for dS Idt will contain an additional con­
tribution of the form 

( 4.41) 

By exploiting the identity (4.30) and the fact that Lis anti­
symmetric and satisfies the Leibnitz rule, one concludes then 
that, quite generally, 

dS l,-r 
- = Tr d711R -I (t)S(t) ~ (t,t - 7)SU - 7) 
dt 0 

- Tr I1R -I (t)a(t) ~ (t,to)111 (to), (4.42) 

where 

a =LI1R' (4.43 ) 

This means that, in the limit that t = to, the derivative 
dS Idt need not vanish identically. Rather, one sees that 

dS(to) T - 1 ( ) ( ) ( ) (444) --- = - r 11 R to a to 111 to , . 
dt 

which, depending upon the form of the initial 111 and 11 R' 
could be either positive or negative! By judicious choice of 
initial conditions, one can, at least in principle, induce an 
initial decrease in the entropy. 

This might, naively, seem a disturbing result, but 
further reflection demonstrates that such a possibility 
should have been expected. If one is allowed to choose the 
initial conditions arbitrarily, one should be able to stimulate 
either an initial increase or an initial decrease in S. As dis­
cussed in Ref. 6, the situation is qualitatively similar to that 
arising in the analysis of particle creation in a time-depen­
dent electromagnetic or gravitational field. Here again the 
choice of an especially simple state, such as the vacuum or an 
eigenstate of the number operator, leads to a spontaneous 
generation of particles; but an allowance for more generic 
initial conditions, in this case reflecting nontrivial "phase" 
information, leads to the possibility of stimulated creation or 
destruction of quanta. 

Given these observations, it becomes clear that, as was 
intimated in the Introduction, an H-theorem could only be 
expected to hold in full generality at late times, after which 
any nontrivial initial correlations have either "decayed" or 
else have been completely "dwarfed" by the systematic cor­
relations induced spontaneously by the evolving dynamics. 

V. ENTROPY GENERATION AND PARTICLE CREATION 

A. A simple example 

The purpose of this section is to provide some general 
insights into the phenomenon of particle creation induced by 
mode-mode coupling and by parametric amplification, and, 
specifically, to demonstrate that the former mechanism is 
connected intimately with the generation of entropy. Specifi­
cally, it is also possible to prove a short-term "H-theorem" 
for particle creation which states that correlations induced 
from an initially uncorrelated state lead to an overall en­
hancement in the rate at which quanta are created. This 
theorem, and other related phenomena, will be discussed 
first for a system described by a specific model Hamiltonian 
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H(t), and thereafter, a general proof of the particle creation 
H-theorem will be presented for a more general system de­
scribed by an arbitrary interaction Hamiltonian H I con­
structed from the "coordinates"qA' 

The specific model Hamiltonian is chosen to take the 
form 

=.IHOA + I H~B' (5.1) 
A B#A 

where liJ A 2 > 0 and CAB are arbitrary real functions of time. 
This leads to classical equations of motion 

dqA 
--=1TA 

dt 

and 

d1TA 2" 
-- = -liJA qA - L cABqB' 

dt B 

or, equivalently, 

d
2

qA 2" 0 
--2- + liJA qA + L cABqB = . 

dt B 

This H is reasonable for several reasons. 

(5.2) 

(5.3 ) 

(1) If CAB =.0 and the liJA'S are assumed time-indepen­
dent constants, one recovers the massless Klein-Gordon 
equation in flat space. Thus, if one interprets A as labeling a k 
vector and sets liJ A 2 = k A 2, the decomposition (2.8) leads 
immediately to Eq. (2.14). 

(2) If CAB =. 0 but the liJ A'S are allowed to be functions of 
time, Eq. (5.1) includes as a special example the Klein-Gor­
don equation in a k = 0 Friedmann cosmology. Thus the 
identification 

liJ k
2=k2-D./n, (5.4) 

where n is the conformal factor and an overdot is a confor­
mal time derivative, together with the decomposition 

<I>(X,t) = n- I I qk (t)exp( - ik·x), (5.5 ) 
k 

leads to a field equation 

_ a 2<1> _ 2D. a<l> + Oab ~ ~ <I> = 0, 
at 2 n at axa axb 

(5.6) 

which is nothing other than the Klein-Gordon equation 
appropriate for a conformally flat space-time with 
ds2 = n2 (t)7]pv dxPdxv

• 

(3) In the case that CAB and liJA are both nonvanishing 
and exhibit a nontrivial time dependence, the Hamiltonian 
(5.1) mocks quite reasonably the behavior of a scalar field in 
a Mixmaster Universe. One might like also to allow for more 
complicated nonlinear couplings, as induced, e.g., by a A<f>P 
field theory, but, as will be seen eventually, more complicat­
ed contributions involving CABC' CABCD ' etc. do not alter the 
existence of the basic H-theorem for particle creation. 

The passage to a quantum theory can now be effected 
trivially by canonical quantization, the Poisson bracket 
structure being replaced by a canonical commutation rela-
tion 
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[qA,1TB]-=ioAB . (5.7) 

The quantum system is then characterized by a many-oscil­
lator density matrix,u, the evolution of which is governed by 
the quantum Liouville equation 

a,u = _ L,u = - i[H,,uL. 
at 

(5.8) 

Note for future reference that the free Hamiltonian LOA 
satisfies 

(5.9) 

and that the average interaction Liouvillian defined in Sec. 
IV takes the form 

{L IA}t = i[ {H1A},t]_, 

where 

(5.10) 

{H 1
A} = I Tr H~Bg(B) = I ~CAB(qB)qA' 

B,.A B B 2 
(5.11 ) 

the angular brackets ( ) denoting an expectation value with 
respect to the full many-oscillator ,u. This implies further 
that the aA of Sec. IV can be realized in the form 

(5.12) 

where 

(5.13 ) 

At this stage, it is customary to define creation and anni­
hilation operators 

aA = (V2liJA )-I(liJAqA + i1TA ) 

and 

atA = (V2liJA )-I(liJAqA - i1TA ), 

in terms of which the free Hamiltonian 

HO = I (liJA 2qA 2 + 1TA 2) 

A 

= I ~liJA (atAaA + aAatA) 
A 2 

= ~liJA(atAaA + ~). 
In the absence of any interaction H I, the operator 

NA =.atAaA 

(5.14 ) 

(5.15 ) 

(5.16) 

would admit to an unambiguous interpretation as "the num­
ber of quanta in mode A." In the presence of nontrivial inter­
actions, this interpretation is less clear-cut, but, at least in the 
limit of weak couplings, where, typically, Ici ~liJ2, it is still 
conventional to think of NA as reflecting some measure of 
"particle number." Whether this generalization is reasona­
ble is, perhaps, unclear, but for the remainder of this section, 
changes in the normal-ordered statistical expectation value 

(NA )=.TratAaA,u = Tr(2liJA )-I(1TA
2 + liJA

2qA 2),u 

= (liJA )-I(HOA) (5.17) 
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will be spoken of as corresponding to "changes in particle 
number." The statements in the Introduction and in the re­
mainder of this section regarding the net creation of quanta 
refer specifically to the time dependence of (NA ). 

The object now is to evaluate a (NA )/at, allowing for 
contributions arising both from a changing II and from the 
time dependence of the W A'S. Thus, one sees immediately 
that 

a(NA ) =Tr-1-HoA all +Trlli.(-I- H OA)' 
at W A at at W A 

It is then trivial to verify that 

Tr HOA all = - iTr H O
A [H,IlL 

at 

- i Tr II [ H a A ,H ] _ 

-iTrll[HOA,HI]_. 

And, therefore, one concludes that 
a (NA ) 

at 

CAB - I -TrWTTAqB' 
B,.<A W A 

(5.18 ) 

(5.19 ) 

(5.20) 

The first term in Eq. (5.20) reduces at once to a partial 
trace Tr A weighted by the reduced g(A ). The second entails 
couplings between modes A and B, so that one obtains in­
stead a double trace Tr A Tr B weighted by the two-oscillator 
g2(A,B). Thus, if one writes 

g2(A,B) = g(A )g(B) + v(A,B), (5.21 ) 

where v(A,B) denotes the pair correlation function, one 
concludes that 

(5.22 ) 

where 

(5.23 ) 

Alternatively, in terms of the III defined in Sec. IV, 

a (NA )C CAB 
---= - I TrIlI1TAqB-' 

at B,.<A W A 
(5.24 ) 

The first two terms in Eq. (5.22) can be interpreted as repre­
senting a mean field particle creation a (NA ) m I at which will 
be present even if, in the spirit of the collision less Boltzmann 
equation, one were to pretend that II I = O. The final term 
represents instead a "correlational" particle creation in­
duced specifically by the correlations amongst the modes. 
The field entropy (5.22) has no direct connection with the 
mean field contributions, but it does connect intimately with 
a (NA )c/at. Specifically, the same arguments which led to 
the short-time H-theorem (5.40) imply also that 
a (NA (to + at) )Clat> O. 
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B. Correlational particle creation for the simple 
example 

Turn, therefore, to an explicit evaluation ofthis quantity 
for an initially uncorrelated state. The analysis of Sec. IV 
indicates that, in the absence of any initial correlations, 

IlI(t) = r- to
dr :1(t,t_r) IaA(t-r)IlR(t-r). 

Jo A 

(5.25 ) 

And, thus, in terms of the aA ofEq. (4.27), one concludes 
immediately that 

a(NA(t»C. CAB it-to 
---- = z I Tr -1TAqB dr:1 (t,t - r) 

at B W A a 

x I [h cD (t-r),IlR(t-r)]_. (5.26) 
C,.<D 

A simple application of the cyclic trace rule 

Tr ABC = Tr CAB (5.27) 

then implies that 

a (NA (t»C . CAB it-to 
----= -zITr- dr 

at B W A a 

X I [hcD (t - r),QB1TA :1 (t,t - T)]_ 
C,.<D 

XIlR(t-r). (5.28) 

For small r, :1 (t,t - r) -1 and all the quantities in 
Eq. (5.28) can be approximated by their values at time to, so 
that 
a (NA (to + M»C 

at 

(5.29) 
One then verifies immediately that 

[h cD ,qB1TA ]- = (i12)QB(CAC (qc - (QC»OAD 

+ CAD (qD - (qD) )oAcl, (5.30) 

so that 

a (NA (to + M»C 

at 

(5.31 ) 

The trace in Eq. (5.31) implies that the only nonvanishing 
contributions arise when C = B, so that 

a(NA(to+M»C = I (CAB )2 «qB2) _ (QB)2)at>0! 
at B W A 

( 5.32) 

One obtains a positive particle creation at a rate proportional 
to the square of the coupling constant c. 

C. General proof of spontaneous particle creation 
induced by correlations 

The object now is to demonstrate explicitly that an ana­
log ofEq. (5.32) will hold for an arbitrary interaction Ham-
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iltonian H / constructed from the q's. For such a more gen­
eral H /, Eq. (5.24) will be replaced by the relation 

a (NA)C . 1 0 / 
---= -ITr-[H A,H ]-,u/, (5.33) 

at W A 

which can be written in the form 

a(NA)C 1 (aH/ aH/ ) 
----'-'--- = - -- Tr 1TA --+ --1TA ,u/, 

at 2w A aqA aqA 
(5.34) 

where a /aqA is interpreted as an operator derivative. 
The irrelevant contribution,u / now may be written as 

,u/(t) = i 1'-'0 dr:§ (t,t - 7) [h /(t - 7),,uR (t - 7)]_, 

(5.35) 

where h / denotes an appropriate "fluctuating" interaction 
Hamiltonian. For short times I1t, one then infers that 

,u/ (to + 11t) = i [h /,,uR (to) ] _l1t, 

so that 

(5.36) 

a (NA (to + 11t»C 1 aH / ah / 
------ = - Tr -- --,uR (to)l1t. 

at W A aqA aqA 
(5.37) 

Quite generally,the fluctuating h / can be written as a 
difference H / - {H / }, where {H /} denotes an average in­
teraction Hamiltonian. And thus, one sees that the right 
hand side ofEq. (5.37) reduces to 

(5.38) 

which establishes the inequality. 
As a concrete example, one can consider an interaction 

H / again involving only pairs of oscillators, but now qua­
dratic in the q's, 

(5.39) 

In this case, 

(5.40) 

and one concludes that 

a (NA (to + 11t) )C _ ~ (CAB )2 ( 2) ( 4) _ ( 2)2 
at 

- L,.--- qA (qB qB)' 
B W A 

(5.41) 

Similarly, one can suppose instead that each oscillator A in­
teracts linearly with n other oscillators B1, ... ,Bn via a cou­
pling CAB,. .. Bn' The net result then is that 

a (NA (to + 11t) )C 

at 

{ 

Bn Bn } 

:Q(qB,2) - :Q (qBY . 

(5.42 ) 
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VI. THE UNIQUENESS OF THE ENTROPY 

Another important question remains to be asked. To 
what extent does the S(t) defined by Eq. (2.22) constitute 
the unique field entropy? Even if one accepts the notion that 
any measure of entropy should be constructed solely from 
the g(A)'s, and even if one could prove rigorously a very 
general H-theorem for S(t), there would remain the issue of 
whether some other entropy Z(t) could be shown to satisfy 
the same properties. 

Broadly speaking, given the general philosophy devel­
oped in this paper, there are only three mathematical re­
quirements which must be imposed upon such a candidate 
Z(t). 

(1) This Z(t) must be constructed solely from the 
g(A ) 's and contain no information about the interoscillator 
correlations. 

(2) In the absence of couplings between degrees offree­
dom, it must follow that dZ /dt==.O. 

(3) At least in some appropriate limit, one must be able 
to show that dZ /dr~O. 

To the extent, however, that one takes very seriously the 
notion of a subdynamics introduced in Sec. IV, these de­
mands can be refined somewhat. Thus, in particular, it 
would be reasonable to demand not simply thatZ(t) be con­
structed only from the g(A) 's, but that it be realizable as a 
functional of the relevant,uR at the same instant of time t, 
i.e., that 

Z(t) = Tr 'I' [,uR (t) ], (6.1 ) 

where 'I' is some arbitrary real function of,uR' Similarly, in 
the same spirit, one might demand further that, in the ab­
sence of initial correlations, dZ / dt be realizable quite gener­
ally as the simple trace of some object d involving only the 
relevant,u R (t - 7), the Greenian :§ (t,t - 7), and the fluc­
tuating Liouvillian 11 ==. ~A I1A' 

dZ 
- = Tr d [,u R ,11, ~ ] . ( 6.2) 
dt 

An explicit dependence on the individualg(A) 's or any func­
tionals thereof would be considered inappropriate. As illus­
trated by Eq. (4.38), this requirement is satisfied by Set). 
And finally, it would be reasonable to demand at least that, if 
,u/(to) = 0, 

dZ(to + I1t) 0 --'--''-----'-- > . 
dt 

(6.3 ) 

As will be demonstrated below, it is in fact easy to con­
struct Z 's which will satisfy the criteria (6.1) and (6.3), but 
it is far more difficult to satisfy the condition (6.2). Thus, for 
example, Eqs. (6.1) and (6.3) will hold for any 

Z(t) = - Tr ,uRP(t), (6.4) 

where p is a real number greater than unity, whereas Eq. 
(6.2) will not be satisfied. Indeed, it is possible to prove that, 
modulo an overall multiplicative factor and the addition of 
conserved quantities, the field entropy S(t) is the unique 
object to satisfy the conditions (6.1 )-( 6.3). 

Consider first the proof that the Z(t) defined by Eq. 
(6.4) will satisfy the short-time H-theorem (6.3). A simple 
application of the chain rule shows that 
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dZ 

dt 

where 

(T(A) =Tr g"(A). 
A 

( 6.5) 

(6.6) 

One then verifies immediately that the mean field contribu­
tions to ag(A ) / at have a vanishing contribution to dZ / dt by 
virtue of Eqs. (4.7) and (4.9), so that 

dZ = _p I II (T(B)Trg"-I(A)Y[g(A)]. (6.7) 
dt A B#A A 

By inserting into Eq. (6.7) the explicit form of Y [g(A) ] 
given by Eq. (4.32), one sees that 

dZ - = -pI II (T(B,t) 
dt A B#A 

XTr L-Td7g"-I(A,t).:lA(t)~(t,t-7) 

x I.:lc (t - 7)f-lR (t - 7). (6.8 ) 
C 

The facts that.:lA (t) is antisymmetric and that it satisfies the 
Leibnitz rule then imply that 

dZ 
- = pep - 1) I II (T(B,t) 
dt A B #A 

XTr L - T d7 g" - 2(A,t) [.:lA (t)gA (t) ] ~ (t,t - 7) 

X I.:lc (t - 7)f-lR (t - 7), 
C 

or, equivalently, in terms of the quantity 

f)A =.:lAf-lR' 

that 

dZ 
- = pep - 1) I II (T(B,t) 
dt A B#A 

(6.9) 

( 6.10) 

XTr L - Td7 g" - 1 (A,t)f-lR -1 (t)f)A (t) ~ (t,t - 7) 

(6.11 ) 

The presence of the contributions involving (T(B) and 
g" - 1 (A) demonstrate explicitly that this candidate entropy 
cannot satisfy the criterion (6.2). At this point, however, it is 
easy to see that Eq. (6.3) will in fact hold. For small .:It, it 
follows immediately that 

dZ(to + .:It) = pep _ 1) I II (T(B) 
dt A B#A 

X Tr g" - 1 (A )f-lR -If) A If)c.:lt. ( 6.12) 
c 

And thus, since 

Tr f)A (t) =0, (6.13 ) 
A 

one can conclude that 
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dZ(to + .:It) = pep - 1) I II (T(B,to) 
dt A B#A 

X Tr g" - 1 (A,to)f-lR -I (to) If) A (to) 12.:lt. 
(6.14 ) 

For the special casesp = Oandp = l,dZ /dtvanishesidenti­
cally, as must of course be the case. However, for p > 1, one 
concludes instead that dZ(to + .:It)/dt> O. 

If the system under consideration were a collection of N 
identical point masses, rather than an infinite set of different 
oscillators, Eqs. (6.11) and (6.14) would assume a more 
palatable form. Thus, if one considers N particles character­
ized by a distribution function or density matrix symmetric 
under particle interchange, one would conclude that 

Z=~, (6.15 ) 

where, now, 

(T(t) = TrjP(i;t) ( 6.16) 
i 

is the same for each particle. This means that Eq. (6.11) will 
be replaced by a relation of the form 

d(T = pep _ 1)Tr jP - 1 (i,t)f-lR -1 (t)f)i (t) 
dt 

N 

X ~ (t,t - 7) I f)j (t - 7), 
j~ 1 

so that, for short times, 

d(T(to+.:lt) =p(p-l)TrjP-l(i,to) 
dt 

( 6.17) 

(6.18 ) 

where f-lR (to) is now a product of N identical quantities. 
Tum finally to the general uniqueness proof. For an ar­

bitrary function of the form (6.1 ), one concludes again that 
a nontrivial dZ / dt is induced only by the Y [g(A ) ),s, so 
that, in the absence of initial correlations, 

dZ _ T" dqJ - 1 (A ) II T A (C) - - - r ~--g f-lR r LolA 
dt A df-lR C#A C 

X r- Td7 ~ (t,t - 7) I.:lD (t - 7)f-lR (t - 7), 
Jo D 

( 6.19) 

where the superscript (C) is a reminder that .:l~C) depends 
also upon the variables C i=A. The antisymmetry of.:lA and 
the fact that it satisfies the Leibnitz rule then imply that 

dZ d 2qJ 
-=Tr II Tr--zg-1(A)f-lR 
dt A B #A B df-l R 

xI.:lD(t -7)f-lR (t - 7). (6.20) 
D 

Here .:l~C)f-lR (A,B) means that .:l~C), an operator involving A 
and the dummy variables C i=A, acts on f-l R' viewed as a 
function of A and different dummy variables B i=A. 

If dZ / dt is to depend only on f-l R , rather than upon the 
individual g(B) 's, one must demand that 
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II Tr d2qt2i1R (A,B)A~C)f-tR (A,B) 
B,.ABdf-tR 

(6.21 ) 

be independent of the g(B),s. Since, however, the only rel­
evant universal property of g(B) is that it have unit trace, 
this implies further that (d 2'1' Idf-tR 2)f-tR must itself be inde­
pendent of g(B). Given, moreover, that d 2'1' Idf-tR 2 must be 
a function only of f-t R' this can only be true if 

d 2'1' _\ 
-d 2 =af-tR , 

f-tR 

where a is an arbitrary constant. In this case, 

X IAB (t - T)f-tR (t - T) 
B 

= a Tr So' - 7dT ;(t) [1 (t,t - T);(t - T), 

where; was defined in Eq. (4.39). 

(6.22 ) 

(6.23 ) 

The right-hand side of Eq. (6.23) is, modulo the con­
stant factor a, of precisely the form satisfied by the field 
entropy S(t) of Eq. (2.22). Thus, one concludes (i) that 
Z(t) is consistent with the demand (6.2) if and only if 
'I' [,uR ) satisfies Eq. (6.22), and (ii) that Z(t) will evidence 
a monotonic evolution ifand only if Set) increases monoton­
ically. The most general solution to Eq. (6.22) is of course 

qt[f-tR] =af-tR 10gf-tR +bf-tR +c, (6.24) 

where band c are arbitrary constants. And, since 

d 
-Tr(bf-tR + c) =0, 
dt 

(6.25 ) 

one can set b = c = 0 without any loss of generality. The 
most general entropy Z(t) consistent with Eq. (6.2) is, 
therefore, 

Z(t) = - a Tr f-tR 10gf-tR' ( 6.26) 

where a is a constant, and the demand that a be real and 
positive guarantees that Z(t) will satisfy Eq. (6.3). 

Net conclusion: Modulo the addition of conserved quan­
tities and multiplication by a positive constant, the set) de­
fined by Eq. (2.22) is the unique entropy guaranteed to satis­
fy a short-time H-theorem (6.3) and consistent with the 
general subdynamics in the sense that it satisfies Eq. (6.2). 
Thus Set) may, or may not, satisfy an H-theorem in some 
broad generality. It is, however, the only candidate entropy 
consistent with the demands outlined at the outset of this 
section. 

VII. DISCUSSION 

A. The late time evolution of 5 

Section I of this paper introduced a notion of particle 
entropy constructed explicitly as a measure of correlations 
which, at least in one special limit, is guaranteed to satisfy a 
short-time H-theorem inequality. Sections II and III then 
generalized that definition to a classical or quantum field, 
emphasizing in particular the question of "physical signifi­
cance." The entropy so constructed is conserved absolutely 
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in the absence of couplings between degrees off reed om, and, 
as such, there can be no entropy generation for a source-free 
linear field in Minkowski space. If, however, couplings are 
induced by sources, by nonlinearities, or by a nontrivial dy­
namical space-time, the entropy need no longer be con­
served. And, as was illustrated in Sec. IV, one can prove a 
short-time H-theorem which guarantees that an initially un­
correlated state leads (at least) to an initial increase in en­
tropy. Section V demonstrated that there also exists a direct 
connection between entropy and particle creation, proving 
that evolving correlations which induce a net entropy gener­
ation lead also to an enhancement in the rate at which quanta 
are produced. Finally, Sec. VI showed that, in a well defined 
mathematical sense, the entropy Set) defined in Secs. II and 
III is the only measure of entropy consistent with the notion 
of sUbdynamics considered in Sec. IV. set) may-or may 
not-satisfy a sufficiently general H-theorem to be physical­
ly useful; it is, however, the only viable candidate for an 
entropy compatible with the underlying symmetries inher­
ent in the subdynamics. 

These are encouraging results, but it remains to consider 
in greater detail the more generic time dependence of S. 
After all, the principal utility of the intuitive notion of en­
tropy is that S satisfies an H-theorem quite generally. It is, 
therefore, important to ask whether the S of Eq. (2.22) nec­
essarily increases monotonically for all times and whether, 
or under what circumstances, there exists an approach of the 
field towards a unique equilibrium state. 

The basic desired properties of S can be summarized by 
three conjectures, the validity of which will be motivated and 
discussed in the remainder of this subsection. 

( 1) Neglecting "initial transients," the entropy S is 
guaranteed to increase monotonically for all times. 

(2) If there exists a well defined static eqUilibrium state 
f-teq ex: exp ( - f3H), the increase in S coincides with an ap­
proach of f-t towards its equilibrium form. 

(3) The equilibrium f-teq maximizes S, at least locally, 
with respect to variations Of-t which satisfy appropriate con­
straints. 

It is important to stress once again that S cannot in­
crease monotonically for every possible system. If, e.g., the 
system evidences a periodic evolution, S must also be period­
ic; and thus, if the entropy increases at one point of time, it 
must decrease at another. A universal H-theorem can hold 
only for systems which are, in some suitable sense, "com­
plex" or "ergodic." It is also important to emphasize that the 
neglect of initial transients is an essential caveat. In the ab­
sence of initial correlations, the immediate response of the 
system is to increase its entropy. But, as discussed in Sec. IV, 
if there do exist such initial correlations, they could in princi­
ple induce a net decrease in the entropy. Only after these 
nontrivial initial correlations have "died away" could one 
expect a universal H-theorem to hold. 

The existence of such a universal H-theorem, and the 
existence of a systematic evolution, is especially difficult to 
address for a system in which no static end state can exist. 
Some concrete results are, however, known for the special 
case of systems characterized by a time-independent Hamil­
tonian. Most important, perhaps, is the fact that an arbitrary 
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initialllin cannot converge pointwise towards the equilibrium 
Ileq! It may well tend towards Ileq in some appropriate norm 
or in some suitable "time-averaged" sense, but a true 
pointwise convergence is simply impossible. 

Indeed, that this is true is very easy to see. Given that H 
is independent of time, there exists a conserved energy and, 
as such, if some Ilin were to converge towards a Ileq' the final 
inverse temperature 13 would be determined uniquely by the 
demand that (H) in = (H) eq . The problem, however, is that 
this is not the only constraint that Ileq must satisfy. The lin­
earity of the fundamental Liouville equation implies that any 
functional Tr A [Ill must also be conserved, and it is easy to 
see that, in general, the unique Ileq determined by energy 
conservation cannot satisfy this infinite number of addi­
tional constraints. Only if one were to violate the Liouville 
equation by allowing interactions with some external "bath" 
could one hope to obtain a true pointwise convergence 
towards the canonical Ileq' A completely isolated system 
cannot converge pointwise towards the true equilibrium. 

However, the fact that Il cannot converge pointwise 
towards Ileq does not imply that an approximate H-theorem 
cannot exist. Indeed, a naive perturbation expansion appro­
priate in a "dilute gas" ( IH I I ~ IH ° I) approximation shows 
that an homogeneous system of N identical point masses will 
in fact evidence a systematic increase in entropy. Thus, in the 
absence of initial correlations, one concludes that the one­
particle distribution function l(i) will satisfy the Landau 
equation.3,28 And it is well known that the Landau equation 
implies that dS /dt> 0, with equality holding if and only if 
l(i) ex: exp( - PHD;), where, in terms of the particle mass m, 
H O

; = Pi 2
/ 2m.3 

For these and related reasons, it is natural to ask 
whether the entropy (2.22) is in fact maximized by the equi­
libriumgeq (A)'s. More specifically, one would like to ascer­
tain whether the equilibrium Seq is a maximum with respect 
to perturbations DIl which preserve probability [so that 
Tr A g(A) = 1], energy (H) = Tr IlH, and any other con­
served quantities. This is difficult to determine in general 
because (H) involves not only the g(A )'s, but the higher­
order correlations buried in such quantities as v(A,B). This 
problem of entropy maximization would, however, seem 
tractable in a dilute gas approximation, where the total ener­
gy (H) can be approximated by the mean field value 
(H)m =Tr IlRH. 

Indeed, by using Lagrange multiplier techniques, Lyn­
den-Bell and Wood29 have proved that a self-gravitating sys­
tem of N identical particles confined within a sufficiently 
small spherical box will in fact maximize S at least locally 
with respect to infinitesmal changes in thel's which conserve 
probability and mean field energy. Their analysis does, how­
ever, reveal two interesting (and related?) points: (1) if the 
box is too large, S will still be extremized by the equilibrium 
feq (i)'s, but it will not be a local maximum; and (2) al­
though thefeq (i) 's can maximize S locally, they never con­
stitute a global entropy maximum. These conclusions appear 
related to the fact that, for a self-gravitating system, the 
Hamiltonian is not bounded from below. For more well be­
haved interactions, one might expect that the equilibrium 
state Ileq does indeed correspond to a global entropy maxi-
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mum. 
As a concrete test of some interest, discussed in Ref. 6, 

one can examine the Hamiltonian system ofEq. (5.1) in the 
limit that the UJ A'S and CAB'S are independent of time, 
contrasting the equilibrium entropy Seq with the entropy Sin 
associated with some plausible initial state of the same 
energy (H). Consider, for example, an initial state corre­
sponding to a "pseudothermal" density matrix Ilin 
o::exp( -PHD). One concludes then that (i) if the UJA

2
,S 

are positive and (ii) if the CAB'S are sufficiently small, so that 
H is a positive quadratic form and Ileq is well defined, the 
entropy Seq associated with Ileq will be greater than the ini­
tial Sin' It is, however, also easy to show that Ilin could not 
evolve pointwise towards the equilibrium Ileq since 
Tr Ilin log Ilin =1= Tr Ileq log Ileq . 

B. Connection with black hole entropy 

Superficially, at least, it might appear that the field en­
tropy Set) defined in this paper has precious little to do with 
the entropy SBH attributed to a black hole in general relativi­
ty. The former provides a measure of correlations induced by 
the evolving dynamics, whereas the latter, being defined in 
terms of an event horizon, would appear to be an intrinsical­
ly geometric quantity. 17 

There is, however, one significant feature which these 
two entropies share in common. The existence of a nontrivial 
entropy reflects in each instance the fact that one considers 
only an incomplete description of the system. If, as a practi­
cal matter, an observer is unable to measure complicated 
correlations between degrees of freedom, his knowledge of 
the system is only partial. And similarly, given that an ob­
server cannot probe the insides of a black hole without being 
lost forever to the external Universe, the existence of such a 
black hole in his system imposes an inherent limitation upon 
what he can discover about its state. 

If one starts with a field characterized initially by com­
paratively weak and insignificant correlations amongst de­
grees offreedom, a knowledge oftheg(A)'s and the associat­
ed relevant Il R constitutes a quite reasonable approximation 
to a complete characterization of the system, so that the field 
entropy S will be quite small. However, as the evolving dy­
namics leads to the generation of more significant and de­
tailed correlations, the g(A) 's provide an increasingly in­
complete characterization of the state of the system. One 
knows less and less about the true state of the system, and 
this loss of information is reflected by the fact that S( t) will 
increase. 

The scattering of a scalar field <I> by a Schwarzschild 
black hole admits to a similar interpretation. An initial state 
of the field, defined with support only outside the hole, can, 
at least in principle, be measured with arbitrary precision 
(modulo, perhaps, uncertainties in the form of the initial 
correlations). But there is no way that an observer can mea­
sure directly the complete final state: the portion of the field 
captured by the hole will remain, at least classically, forever 
inaccessible. This scattering experiment entails an intrinsic 
loss of information, and, as such, should entail also an in­
crease in the entropy. Indeed, this is entirely consistent with 
the geometric notion of black hole entropy. The piece of the 
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field captured by the hole will presumably have a non-nega­
tive total energy, so that, as a consequence of the scattering 
process, the mass M of the hole will increase. This, however, 
corresponds to an increase in the area A = 161TM 2 ofthe hole 
and a concomitant increase in the entropy SBH = A /4. In­
deed, Zurek and Thorne30 have very much adopted this 
point of view in their "derivation" of the generalized second 
law of thermodynamics for a system containing a black hole. 

It is important to stress that, even in the presence of a 
black hole, the fundamental equations characterizing the 
evolution of the field remain deterministic. Given the specifi­
cation of initial data, an observer could, at least in principle, 
predict uniquely the subsequent evolution of the system ifhe 
knew already what was inside the hole. Formally, at least, 
one can define a field theory in a Schwarzschild space-time, 
even inside the event horizon. It then makes sense to intro­
duce a density matrix fl which will satisfy a linear Liouville 
equation, and, given this Liouville equation, one concludes 
that the "conventional" entropy - Tr fllog fl will be a con­
stant of the motion. The point, however, is that the totalfl is 
not accessible to an observer outside the hole. What is rel­
evant to him is instead the "piece" of the density matrix fl, 
which could be measured directly by someone outside the 
hole. And, as discussed, e.g., by Sorkin and his co-workers,31 
the entropy - Tr fl, log fl, need not be conserved. 
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Properties of a mode announced in a previous paper are proved. This involves some 
complicated calculations in linear algebra, and observation of the structure of a function of 
several complex variables. 

I.A, ANDA2• LINEAR ALGEBRA 

A ; (p) is given by (3.12) of Ref. 1. We will consider a 
mode at level zero, specified by bond assignments at level 
zero, having only one bond assignment different from zero. 
We choose the bond to be the bond in the + 1 direction from 
the origin, and the assignment to it to be unity. By invariance 
under certain interchanges of coordinate axes it is sufficient 
to find A ; and A ~ to determine A ;. 

With i fixed, (3.12) of Ref. 1 is a matrix product, ABC, 
with A, B, C, respectively, a (1 X 6) matrix, (6 X 6) matrix, 
and (6 Xl) matrix. The coordinates of the six-dimensional 
space are labeled by oriented plaquette directions, for which 
we choose the ordering 

(1,2), (2,3), (3,4), (1,3), (1,4), (2,4). (1.1 ) 

We find it convenient to introduce certain special nota­
tion and matrices. We let 

h=(e-;Pi_1) ( 1.2) 

and D be the 6 X 6 diagonal matrix with 

D(iJ).(iJ) =h Jj (1.3) 

(here labeling rows and columns of D by the associated ori­
ented plaquette directions) . We let 

1 4 / e;P' _ 1 /2 
(h(p»="i 2 II h(p + 21Tn), 

n (p + 21Tn) ;= I (p; + 21Tn;) 
(1.4 ) 

where h is any function ofp = (PI,P2,P3,P4)' 
We now detail the matrices occurring in (3.12) of Ref. 

1. We first view the (6 X 1) matrix 

l/pi + l/p~ -l/p~ ° l/pi 

-l/p~ l/p~ + l/pj - l/p~ l/p~ 

° -l/p~ l/p~ + lIp~ -l/p~ 

l/pi l/p~ -l/p~ lIpi + l/p~ 
l/pi ° l/p~ l/pi 

-l/p~ l/p~ lIp~ ° 
Here (Mo) is a positive Hermitian matrix, and WI is in its 
range. We deal with the limit 

lim «Mo) + E) -lwl . (1.14 ) 
f:- .... O+ 

/3 e;Y'P=v =1- - IDw (1.5) 
y - 1- I I' 

w l =(1,O,O,l,l,Q)T, (1.6) 

where the bars indicate complex conjugates. We next view 
the left (1 X 6) matrix, two different vectors depending on 
whether one is studying A ; or A ;. With r L defined by 

we have 

and 
- T P2 = rL (l/P2)w2D 

with 

w2=( -1,I,O,O,O,I)T. 

At this point we may write (3.12) of Ref. 1 as 

A ;(p) = (llp2)p;M- l v l . 

( 1. 7) 

(1.8 ) 

(1.9) 

(1.10) 

(1.11) 

Recall M is singular; and M - I is defined on suitable vectors 
as lim€_o+ (E + M) -I. 

Substituting (1.5) and (1.8) or (1.9) into (1.11) we get 

A; = ( - l/p2)rL 11- I( lip; )w;(Mo) -IWI , i = 1,2, 
(1.12) 

where 

M=D (Mo)D (1.13) 

and the inverse of (Mo) taken in the same sense as the inverse 
of M. We now display Mo, itself, in its full glory: 

l/pi -l/p~ 

0 l/p~ 

l/p~ l/p~ 

l/pi ° l/pi + lIp~ l/p~ 

l/p~ l/p~ + l/p~ 
I 
This limit may be taken by the following procedure. Let P be 
the (orthogonal) projection onto the range of (Mo), S. Let 
m = P (Mo)P, a strictly positive Hermitian matrix. We in­
vert m, in S, writing it as m -I. One has for the result of 
(1.14) 
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(1.15) 

The observations of this paragraph reduce the computations 
of ( 1.12) to calculations in a three-dimensional vector space. 
We note that S is spanned by WI' W2, and 
W3 = (O,O,l,O,l,1)T. 

We first present the results of the computation in 
(1.15): 

(Mo) -IWI = (11 fi) (4be + 4bd + 8ed,4bd - 4cd, 

4be - 4bd,4be + 8bd + 4cd, 

8be + 4bd + 4cd,4be - 4cd) T, 

where 

and 

a = (lIpi), b = (lIp~), 
e= (lIp~), d= (lIpD, 

(1.16) 

(1.17) 

fi) = 162: II (lip]). (1.18) 
k j#k 

Here fi) has arisen as the determinant of the 3 X 3 matrix 
involved in the computation of m -I. 

Collecting our results and substituting into (1.12) we 
easily find 

A; = ( - rLI I-
1 ;2) ;1 ~ (01~)0~) 

+ e~)01~) + 0~)e!)} (1.19) 

II. A; AND X(P) 

From (1.19) and (1.20), and the invariance under in­
terchange of coordinate directions-except for the special 
one-direction-we find our expression for A ; (p), 

(2.1 ) 

II = 01~)e~) + e~)0~) + 01~)01~), (2.2) 

li= -II/~)' i=,;61. 
J#I"\Pj 

(2.3 ) 

A little study of these expressions for the region near 
P 1 ~ P2 ~ P3 ~ P 4 ~ ° shows that the A ; have a singularity in 
the complex four-dimensional region on the surface p2 = 0, 
of course hitting the real axis. We define A f (p), a gauge 
transformation of A ; (p), by 

A f(p) =A ;(p) + PiX(P), (2.4) 

with 

X( ) -(-r 1-1_1_)_1_ 1 (25) 
P - L 1 (p2)2 (lIpi) (1 + p2)S' . 

where s is an arbitrary integer, sufficiently large. The analyt-
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ic properties of A f (p) will be studied in the next section. 

III. ANALYTIC PROPERTIES OF A'/(p) 

The analysis we follow herein is analogous to the similar 
analysis due to Gawedzki and Kupiainen in the appendix of 
Ref. 2. We take the analytic extensions of the expressions in 
Sec. II from real P to complex p. For example, 

and 

1 

e - ip; - 1 12 e - ip; - 1 eip; - 1 

Pi + 21Tn i - Pi + 21Tn i Pi + 21Tn i 
We make the preliminary observation thatft, D, fi), and ( . ) 
are periodic functions of P, invariant under 

P-P + 21Tn (3.1) 

(n is a four-vector with integer components). We note that 
rL ,p2, andpi are not periodic functions ofp. 

Because of the periodicity mentioned in the last para­
graph it is natural to divide our results into the following 
three theorems. 

Theorem 3.1 (Local analyticity): There is an Eo > Osuch 
that in the domain, fi) L' specified by 

- 1T<,Re Pj <,1T, IImpj I < Eo, (3.2) 

A f (p) is analytic. 
Theorem 3.2 (Global analyticity) : A f (p) is analytic in 

the domain, fi) G' specified by 

IImpjl <Eo' (3.3) 

Theorem 3.3 (Boundedness): Within the domain, fi) B' 

specified by 

IImpjl < EoI2, (3.4) 

A f (p) satisfies bounds of the form 

1 1 
IA f (p) I < e I} ([Pj I + 1) [P21 + t' (3.5) 

In Theorems 3.2 and 3.3 the Eo is as defined in Theorem 
3.1. 

Theorems 3.2 and 3.3 are easy consequences of the form 
of A f(p) and Theorem 3.1. We will devote our attention 
entirely to the proof of Theorem 3.1, which is carried out in 
Sec. V. 

IV. CONCLUSIONS 

Equations (3.13 )-( 3.15) of Ref. 1 follow directly from 
Theorems 3.2 and 3.3 of the last section by standard tech­
niques. 

V. LOCAL ANALYTICITY 

We must study A f(p) on fi) L [of (3.2)]. We write 
A f(p) from (2.1)-(2.5), 

AN( ) = -r I-IJ..[J..~1 Pi _1_ 1 ] 
, P L 1 p2 Pi fi) ,+ p2 (11 Pi> (1 + p2 r . 

(5.1 ) 

In studying analyticity we may remove the factor - rL and 
replacel l-

I by PI- I. We thus study 
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o(p) =-- --/j +--- . 1 1 [1 16 pj 1 1] 
I PI pZ pj fiJ pZ (llpi) (1 + pZy 

We introduce some notation 

p]( lip]) =::ro(p )ej (p) (1Ipz), 

where ej (0) = 1 and 

4 I -jp, 1 12 
ro(p) = j[ll e pj- . 

(S.2) 

(5.3 ) 

(S.4 ) 

It will be sufficient to study 0 I (p) and Oz (p). With the nota­
tion of (5.3) and (5.4) we have 

1 
ro(p)ol (p) = (p~eZe3 + p;eZe4 + p~e3e4) 

LkP~nj#ej 

We now write e j (p) as 

ej(p) = 1 +OJ(p), (5.7) 

near p = 0, OJ is small. In (S.5) we substitute (5.7) and set 
OJ = 0 to get 

p2 (1 ) ro(p)a~ (p) =:: 1 + ~ - 1 
P (1 + pzy 

(S.8 ) 

and 

( S.9) 

Writing 

a j (p) = a?(p) + R j (p), ( S.lO) 

we see from (S.8) and (5.9) that a?(p) are analytic in fiJ L' 

This is the main "algebraic miracle" involved in showing 
local analyticity of A ~ (p). This algebraic miracle motivat­
ed, of course, our choice of X j (p), which, however, was far 
from unique. We tum our attention to R j (p). By showing 
the analyticity in fiJ L of R j we will have completed the 
proof. (We have already used the analyticity in fiJ L of rL , 

Pili-I, and ro-
I.) 

All hinges on certain properties of e j and OJ in fiJ L' 

which we now pursue. 

VI. PROPERTIES OF THE e,(p) IN fiJ L 

(l) e j (p) is analytic, (6.1 ) 

(2) OJ(p) =p~p2hj(p) with hj(p) analytic, (6.2) 

(3) ej-I(p) is analytic, (6.3) 

( 4) [ 1 _~] is analytic. (6.4) 
LkP~nHkej p2 

It is quite immediate that (6.1 )-( 6.4) imply the analyticity 
of R j (p). We are faced with our final task, the proof of these 
properties. (1) and (2) follow from the form of e j (p) upon 
inspection. It is only (3) and (4) that must be studied. 
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We write el(p) in elaborate fashion [el(p) and ej(p), 

i #- 1, have the same properties], 

el(p) = 1 +pzL[Xp(l)fIp~Kp(P) 
p l~ 

where 

(a) p is a proper subset of (1,2,3,4); 

{
I lEp, 

(b) Xp (1) = 0 lEfp, 

{
o lEp, 

Xpc (1) = 1 lEfp; 

(c) n~p means that p = {i,nj = O}. 

We easily see, for p in fiJ L' that 

IKp(p)1 <m, IK~(p)1 <m, 

for some fixed m. And that 

IArgKp(p)1 <E', IArgK~(p)1 <E', 

(6.5 ) 

(6.6) 

(6.7) 

(6.8 ) 

( 6.9) 

where E' can be made arbitrarily small by choosing Eo, of 
(3.2), suitably small. Again we have 

IArgp;1 <E" if IpjI2>€, 
(6.10) 

where E" and € can be fixed arbitrarily small, choosing Eo 

small enough. Picking E', E" , and € small enough, and using 
(6.8), we see e l (p) is invertible in fiJ L and so analytic imply­
ing (3), (6.3). [The terms on the right side of (6.5), individ­
ually, will either be small, or have small argument.] 

We tum to the study of (4), (6.4). We write the brack­
ets in (6.4) as 

(6.11 ) 

this relation definingg. Property (4) will be proved by show­
ing 

(S) glp2 is analytic, 

( 6) (1 + g) - I is analytic. 

For g we find the formula 

( 6.12) 

(6.13 ) 

(6.14 ) 

From (6.2) we see that (S) [(6.12)] holds. The proof that 
(1 + g) is invertible, and so analytic, follows quite immedi­
ately from the proof above that e I (p) is invertible. 
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Two possible quantization procedures for field theories with noncompact symmetry are 
discussed: one in a positive-definite Hilbert space with negative-energy states and one in a 
Hilbert space with indefinite metric and positive-definite energy. The physical interpretation of 
these alternative procedures is explained in terms of the realization of the noncom pact 
symmetry, which is broken in one case and not in the other. It is shown that in exactly solvable 
quantum 0" models the noncom pact symmetry is broken in the vacuum. Some arguments 
supporting the general validity of this result are given. It is concluded that in contrast to 
theories like quantum electrodynamics, the noncompact 0" models are to be quantized in the 
positive-definite Hilbert space with negative-energy modes. 

I. INTRODUCTION 

Positivity of the energy of physical systems is one of the 
fundamental postulates of quantum theory. It is introduced 
to explain the existence of a stable ground state of the system. 
In addition, it is fundamental in establishing the second law 
of thermodynamics (i.e., the increase of entropy with ener­
gy). In particular, the kinetic energy of physical systems is 
usually assumed to be positive and therefore takes the form 
(after proper normalization of the variables) : 

TU/;) = I ~ q7 . 
; 2 

(1.1 ) 

If the total energy is 

H= T(q;) +AV(q;), ( 1.2) 

and ifT(q;) ~AV(q;), the system has an approximate O(N) 
symmetry: 

q; = Rijqj' Rij =Rjjl, (1.3) 

which becomes exact if either V(q;) is an invariant itself, 
V(q;) = I(q;) (central forces), or irA ---+0. 

In systems with infinitely many degrees offreedom, like 
field theories, similar observations can be made. In particu­
lar, for fields cp; described by a positive-definite Hamiltonian 
density 

H = ~ I (¢7 + (Vcp; )2) + AV(cp;) , 
2 ; 

(1.4) 

the kinetic term and gradient terms are O(N) invariant, a 
consequence of the positivity of the theory. However, there 
are physically relevant theories that admit an (exact or ap­
proximate) noncompact symmetry, such as O(N,M). Field 
theories of this type have Hamiltonian densities of the form 

H = + ~ (ir/ + (V17"; )2) 

- ~ I (a} + (VO"r)2) + AV(O",17") , 
2 r 

(1.5 ) 

a) This is a combined and revised version of two earlier papers, which ap­
peared as preprints WUB 84-9 (unpublished) and NIKHEF 85-12 (un­
published). 

where {17";} denotes a set of fields with positive energy and 
{O"r} a set of fields with negative energy. Of course, the ap­
pearance of degrees of freedom with negative energy contra­
dicts the physical principles mentioned above. Although in 
some cases one may question the absolute validity of these 
principles, we study in this paper systems for which the de­
grees of freedom with negative energy are unphysical and 
can be eliminated by imposing suitable constraints, resulting 
in Hamiltonians which are bounded below. [For example, 
no instability arises in the absence of perturbations or inter­
actions coupling to both the positive and the negative-energy 
modes; therefore, under special circumstances, it is possible 
to create systems with negative temperatures (Hamiltonians 
bounded above) in the laboratory. I] 

Examples of theories of this kind are quite easy to find, 
and some are actually very familiar. As a first example, con­
sider the O(N, I) nonlinear 0" mode1. 2

-
12 This model can be 

defined by the O(N, I ) invariant Lagrangian [our metric has 
signature ( + , + , + , - )], 

I~J 2 IJ 2 2"= - - L (f.l17";) +-( 1'0") , 
2 ;~ I 2 

with the additional constraint 

0" 2 - 'lT2 = l/g. 

(1.6 ) 

(1. 7) 

To prove, that the energy of the system is bounded below, we 
solve the constraint in terms of N scalars CfJ;: 

I I 
0" = -Jg- -~~l =_=g=cp::;=-2 

Then the Lagrangian becomes 

2" = _ ~ (Jf.lcp)2 
2 (l_gcp2)2 

The conjugate momentum to cp is then 

II - cp 
'P - (1 _ gcp2)2 ' 

and the corresponding Hamiltonian is 

H=~(1_gcp2)2II2 +~ (Vcp)2 
2 'P 2 (1 _ gcp2)2 

(1.8 ) 

( 1.9) 

(1.10) 

(1.11) 
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It is manifestly positive definite. Note, that the Lagrangian 
(1.9) still possesses the noncom pact O(N, 1) invariance, but 
now realized nonlinearly: 

(1.12 ) 

Hence, the physical scalars 1Ti or rpi may be interpreted as 
Goldstone bosons describing the spontaneous breaking of an 
internal O(N,l) symmetry to its compact subgroup O(N) 
(Refs. 2,4,5). This example can easily be generalized to oth­
er nonlinear (J models on G f H, where Gis noncompact and 
H its maximal compact subgroup. Such noncompact (J mod­
els form an intrinsic part of N-extended supergravity theor­
ies (N;>4), where they describe the scalar partners of the 
graviton. 13 

A second example of a constrained system with non­
compact symmetry is provided by Maxwell's theory of elec­
tromagnetism. In this theory, the fundamental fields may be 
represented by a vector potential All' from which one 
can compute electric and magnetic field strengths Fllv 
= a A - a A . Since the physically observable field J.L v v J.L 

strengths are invariant under a gauge transformation 
All -+A ~ = All + all A, we can impose the Lorentz condi­
tion a·A = O. The Maxwell equations which describe the 
dynamics of the electromagnetic fields can then be obtained 
from the Lagrangian density 

with the fields constrained by 

a·A = V·A - Ao = 0 . 

(1.13) 

(1.14 ) 

This Lagrangian is manifestly invariant under O( 3, 1) rota­
tions on the fields (A,Ao). Of course, these transformations 
are just the standard Lorentz transformations acting on the 
four-vector potential All. The correct Hamiltonian density 
for the electric and magnetic fields is 

H = !(E2 + B2) , (1.15) 

where E = VAo - A and B = VXA, as usual. Again the 
Hamiltonian is positive definite. 

A third example worth mentioning here is the theory of 
the relativistic string. 14 The free string may be described by 
the action 15 

( 1.16) 

The variables X I" represent the string coordinates, whilst 
gab is the metric of the two-dimensional world sheet of the 
string· 'YI is the Lorentzian metric of the D-dimensional , ·/J..LV 

space-time in which the string moves. Clearly, the action is 
invariant under the (noncompact) D-dimensional Lorentz 
transformations. The 2-D metric g is not a dynamical degree 
of freedom, but may be interpreted as a kind of Lagrange 
multiplier imposing constraints 

Tab =aaXllabXIl-!gabgcdacXlladXIl =0. (1.17) 

Again, these constraints guarantee the positivity of the ener­
gy in this theory. 16 

Thus we see that constrained systems with noncompact 
symmetries are quite common. Note, however, that there is 
an important difference between the first example and the 
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other two examples: in the nonlinear (J model we could inter­
pret the noncom pact symmetry as a spontaneously broken 
internal symmetry, whereas the noncompact symmetry of 
the electromagnetic field and the relativistic string is Lor­
entz invariance (a space-time symmetry) which normally 
we do not expect to be broken. 

In this paper we address the problem of quantizing sys­
tems with noncompact symmetries, and we show that the 
physical realization of the noncompact symmetry (spontan­
eously broken or not broken) determines the correct quanti­
zation scheme. We illustrate the general principles only for a 
few simple cases like the O(N, I) model and Maxwell's the­
ory, but the results carryover directly to more complicated 
models. Applications have been given elsewhere,11 but a 
brief discussion of the consistency of the quantized theories 
is presented in the last section of this paper. 

II. CANONICAL QUANTIZATION OF THE NEGATIVE· 
ENERGY MODES 

Free fields may be considered as collections of harmonic 
oscillators. Therefore the study of harmonic oscillators is 
directly applicable to the case of relativistic fields. In this 
section we discuss two different quantization procedures for 
oscillators with negative kinetic energy. 17-20 Consider a clas­
sical harmonic oscillator with negative energy and Lagran­
gian 

L= - !q2+!OJ2q2. (2.1) 

Note, that owing to the time-reversal invariance of L, the 
action f L dt is obtained from that of the positive-energy 
oscillator by reversing time: t .... - t. The first method to con­
struct a quantized version of this system uses the standard 
correspondence between Poisson brackets and commuta­
tors. For the momentum and Hamiltonian of the classical 
theory defined by (2.1) we obtain 

aL . H . L _ ~(p2 + ,.,2q2) . P = aq = - q, = pq - = 2 UJ 

(2.2) 

Clearly the classical Hamiltonian is negative definite (hence 
bounded above). The Hamiltonian equations of motion are 

q = {H,q}, p = {H,p} , 

where the Poisson brackets are defined by 

{A,B} = aA aB 
ap aq 

It follows that 

{p,q} = 1. 

aB aA 

ap aq 

(2.3 ) 

(2.4) 

(2.5) 

According to the correspondence principle, one obtains a 
quantum theory by replacing the coordinates and momenta 
by operators p and q and the Poisson bracket { , } by a com­
mutator (iff!) [ , ]. Thus 

[p,q] = - Hi. (2.6) 

As for the standard harmonic oscillator, we introduce the 
creation and annihilation operators defined by 

a = (l/~21UJJ )(OJq + ijJ), at = (1f~21UJJ )(OJq - ijJ) . 
(2.7) 
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They satisfy the commutation relation 

[a,at ] = 1. (2.8) 

With these operators one can construct a complete Hilbert 
space of orthonormal states for the negative-energy oscilla­
tor, starting from the ground state defined by 

alO) = 0, (010) = 1 . (2.9) 

This state is well defined, as may be checked in the coordi­
nate representation, in which 

10) -t/Jo = ce- (wI2f1)q' • 

The excited states are 

(2.10) 

(2.11 ) 

Thus all states have positive norm. The Hamiltonian reads 

H= -~w(ata+!). (2.12) 

Its eigenvalues are negative definite: 

En = - (n + !)~w, n = 0,1,2,.... (2.13) 

The time dependence of the operators in the Heisenberg rep­
resentation follows from the Schrodinger equation 

i~ da = [a,H] . 
dt 

This gives 

a(t) = a(O)eiwt, at(t) = at(O)e- iwt . 

(2.14 ) 

(2.15 ) 

Since w is taken positive, the annihilation operator a here has 
the same time dependence as the creation operator at in the 
case of the positive-energy oscillator, and vice versa. From 
Eqs. (2.7) and (2.15) one obtains 

(2.16 ) 

and for the Green's function: 

=-- dk . i~ f'" e-
ikt 

21T _ '" k Z - w 2 
- i€ 

(2.17 ) 

This Green's function differs from that of the standard posi­
tive-energy oscillator in two respects: ( 1 ) the i€ prescription 
has the opposite sign; and (2) the residue has an extra minus 
sign as well. 

The above results are easily understandable from the 
point of view of time reversal, since negative energies and 
positive time direction are equivalent to positive energies 
and negative time direction. The notions of advanced and 
retarded Green's functions have therefore been inter­
changed. We now contrast this treatment with an alternative 
method of quantization involving negative-norm states. This 
method results in positive energy expectation values. As not­
ed already below Eq. (2.15) positive energies require inter­
changing the role of creation and annihilation operators. 17 

Thus if we define 

bet) = b(O)e- iwt = at(t), 

b t(t) = b t(okwt = a(t) , 

then 
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(2.18 ) 

q(t) = (~/2w) I/Z(b(O)e - iwt + b t (O)eiwt J . 

The Hamiltonian becomes 

H=~w( -btb+!). 

(2.19) 

(2.20) 

In spite of its somewhat unusual appearance, this represents 
an oscillator with positive energy. The difference with the 
ordinary harmonic oscillator is that b,b t satisfy unphysical 
equal-time commutation relations 17,18: 

[b,b t ]=-I. (2.21) 

If we define the energy eigenstates by 

b IQ) = 0, (QIQ) = 1 , (2.22) 

for the ground state, and 

I~) = (b t)nl/llTJIQ) , (2.23 ) 

for the excited states, then the energy expectation values are 
(En) = ~ w(n + !), while the normalization of the states is 

(~I'!.l) = ( - )non,m . (2.24) 

Thus all odd eigenstates have negative norm. Using (2.19), 
(2.21), and (2.22), we can compute the two-point function: 

(Qliq(t)q(O)IQ) = - (~/2w)(O(t)e-iwt + O( - t)ei'MJ 

i~ f'" e- ikt 
= - - dk 2 2 .' (2.25) 

21T - '" k - w + l€ 

Again, the residue is negative, but the i€ prescription is now 
the same as for the positive-energy harmonic oscillator. 

Summarizing and comparing the two different quantum 
theories of the negative-energy oscillator, we note that they 
are related formally by the correspondence (2.18). However 
they differ in the choice of groundstates used; namely, the 
state 10) is annihilated by the operator a, while the state 10) 
is annihilated by b = at. Because 10) i= 10), the two proce­
dures correspond to different dynamical realizations of the 
system. In this respect one may think of the relation (2.18) 
as a kind of Bogoliubov transformation between the ground­
states 10),10). An order parameter can be introduced as 
(b t b), whkh is positive in the state 10), and vanishes in the 
other one, IQ). 

III. REALIZATION OF NONCOM PACT SYMMETRIES IN 
QUANTUM SYSTEMS 

In order to study the interpretation of the two quantiza­
tion schemes in the context of systems with noncompact 
symmetry, it suffices to consider the simple example of two 
oscillators with opposite energy and an O( 1,1) symmetry: 

L=!(.rT -.z.~) -~w2(xf -xD. (3.1) 

This is just the linear 0(1,1) sigma model in (0 + 1) dimen­
sions, invariant under the infinitesimal O( 1,1) transforma­
tions 

(3.2) 

If the quantum system is defined using the positive-definite 
Hilbert space with negative-energy states, the operators de­
scribing the two degrees of freedom of the system are 

XI(t) = (~/2w)1!2(ale-iwt+ateiwt), 

X2(t) = (M2£U)I!Z(azeiwt+ale-itot). 
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The raising and lowering operators a;' a; satisfy the equal­
time commutation relations 

[aoa]] = {jij' (i,j) = (1,2) . (3.4 ) 

The Hamiltonian is 

if = w( aTa l - a1(2 ) • (3.5) 

The noncom pact symmetry is realized on the creation and 
annihilation operators by 

{ja l = aa!, {jaz = aaT . (3.6) 

One can show without difficulty, that this leaves the commu­
tator (3.4) invariant. The transformations (3.6) are genera­
ted by a charge 

/'. '" Q=alaz-aTa1= _Qt. (3.7) 

Its commutators with the a;, aT are 

[Q,a l ] = aL [Q,a 2 ] = aT . (3.8) 

The 0 ( 1,1) charge Q commutes with the Hamiltonian: 

(3.9) 

Hence the Hamiltonian is invariant and the charge con­
served. 

We define the groundstate as the state with occupation 
numbers (0,0) (it is more appropriate to call this a vacuum 
state, since it is not the state of lowest energy) : 

a; 10) = 0, (010) = 1. (3.10) 

Since the two oscillators do not interact, no energy can be 
exchanged between the positive and negative-energy subsys­
tems. Therefore the vacuum (3.10) is stable under perturba­
tions that couple only to the positive-energy degree of free­
dom (as one expects when the negative-energy degree of 
freedom is unphysical and can be eliminated by imposing 
suitable constraints). 

It is immediately evident, that the vacuum (3. 10) is not 
0(1,1) invariant: 

Q 10) = - 11; 1) . (3.11 ) 

Here In;m) denotes the state with occupation numbers 
(n,m) for the oscillators (1,2). By continuing to apply Q, we 
can actually construct an infinite multiplet of states with the 
same (vanishing) energy. This is expected from the theory of 
unitary representations of noncom pact groupS.19.Z0 It is easi­
ly explained here by observing that the commutator of Q 
with the occupation number operators n; = aTa; is nonvan­
ishing, even when acting on the vacuum. We wish to stress 
that the noninvarianceofthe vacuum (3.10) is nota result of 
diagonalizing a wrong set of observables in searching for a 
ground state. Attempts to construct an O( 1,1) invariant 
state which does not have well-defined occupation numbers, 

(3.12 ) 
n.m 

fail, because such states tum out to have infinite norm. Thus 
we have a conserved charge Q (commuting with the Hamil­
tonian), but no invariant states. In this sense the noncom­
pact symmetry is broken in this realization of the quantum 
0(1,1) model. 

The observations made for this simple system can be 
extended to the case of noncom pact field theories as well. 
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Thus a quantum noncompact field theory with a positive­
definite Hilbert space does not have an invariant vacuum, 
although the charges connected with the noncompact sym­
metry may be conserved. 

When the other quantization procedure is chosen, using 
a Hilbert space with indefinite metric, the dynamical vari­
ables of the theory can be expanded as 

.i-I(t) = (fi/2cu)1IZ(a le-;WI + aTe;W') , 

.i-z(t) = (fil2cu)1IZ(aze-;W' +a1e;W') , 
(3.13 ) 

where the previous b operators are now denoted by az,a1, 
and the fundamental commutators are 

[a;,a]] = (1'3)ij' 
The Hamiltonian is 

(3.14 ) 

(3.15) 

In this case the noncompact O( 1,1) symmetry is realized by 

(3.16 ) 

Again, the commutator (3.14) is invariant. The generator of 
the transformations is 

(3.17 ) 

It commutes with the occupation number operators only on 
states with occupation numbers (0,0). There is a unique 
state with this property; thus the ground state defined by 

a;IQ) =0, (QIQ)=I, (3.18) 

is 0(1,1) invariant: Q IQ) = O. 
This result holds more generally for systems with non­

compact symmetries quantized in a Hilbert space with inde­
finite metric, which has only positive-energy states. 18 

Summarizing, the two quantization schemes for systems 
with noncompact symmetry correspond to a realization of 
the system in a positive-definite Hilbert space with negative­
energy states and spontaneously broken noncompact sym­
metry, in the sense defined below Eq. (3.11); or alternatively 
a realization of the system in a Hilbert space with indefinite 
metric, but with strictly positive energy and an invariant 
vacuum. 

IV. PATH INTEGRAL QUANTIZATION 

As might be expected, the two different quantum real­
izations of theories with negative-energy modes also have 
different path-integral descriptions. The correct form of the 
path integral for the two quantum theories discussed in Secs. 
II and III can be established in various ways, for example, by 
discretizing time, from the holomorphic representation, or 
using the completeness relation for the eigenfunctions to 
compute the integral kernel for the Schrodinger equation. 
Here we do not give a derivation from first principles, but 
merely state the results. However, we compute the two-point 
functions and show that they reproduce those ofEqs. (2.17) 
and (2.25). For the case of noninteracting oscillators this 
amounts in fact to a complete proof of the results. 

For the case of the negative-energy harmonic oscillator 
quantized in a positive definite Hilbert space the correct 
form of the path integral is 
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Z [j] = (O,T --+ 00 10,T --+ - oo)j 

= lim f Dq(t) exp..!....- foo (L + ..!....- Eq2 + jq) dt 
~!O fz _ 00 2 

(4.1 ) 

with L as in Eq. (2.1). The integration over the q (t) runs 
from - 00 to + 00 along the real axis. Strictly speaking, the 
iE term is not necessary for convergence of the integral, but it 
is included to indicate the proper analytic continuation of 
the frequency w to complex values. Such a continuation al­
lows a smooth limit to the case of zero mass (Re w = 0), 
which needs extra regularization (the determinant develops 
a zero mode). In fact the integral is well defined for all com­
plex values of w such that 1m w;>O; however it does not exist 
for 1m w < o. [Of course, the determinant does exist for 
1m w < 0; however, for such values it cannot be represented 
by the integral (4.1).] The analytic continuation made in 
( 4.1) also defines the correct time ordering, as may be seen 
by computing the two-point function and comparing it to 
(2.17). This computation is facilitated by the inclusion of 
the external source termj(t)q(t): the propagator is now ob­
tained in standard fashion from the quadratic term in the 
expansion oflog Z [j] in terms of the sources j (t) : 

(q(t)q(O» = - fz2 £52Z [j] I 
Z [0] £5j(t)£5j(O) j~ 0 

=-- dk . - ifz foo e- ikt 

21T _ 00 k 2 - w2 - iE 
(4.2) 

This is indeed the same as in Eq. (2.17), including the iE 
prescription. From the derivation of (2.17) it can be seen 
that the iE prescription determines the ()(t) functions neces­
sary for obtaining the correct time ordering of the product 
q(t)q(O). 

In contradistinction to this, the description of the sys­
tem in a negative-norm Hilbert space is recovered from the 
path integral 

?" [j] = (Q,T --+ 00 IQ,T --+ - 00) 

= lim fDq(t) exp..!....- foo (L - iE q2 + jq) dt, 
~jO fz - 00 2 

(4.3 ) 

where the domain of integration of q(t) is now from - i 00 to 
+ i 00 • The reason for this is, that in the negative-norm space 

the operators q have imaginary eigenvalues. 21 Here the IE 
prescription indicates convergence of the integrals for 
1m w.,;;O. It agrees with the time ordering in the canonical 
treatment (2.25), as follows from the two-point function: 

fz2 82Z. [j] I 
(q(t)q(O» = - Z. [0] 8j(t)£5j(0) j~O 

= _ .!!!:...foo dk e-
ikt 

• (4.4) 
21T _ 00 k 2 - w2 + IE 

Comparison with the expression (2.25) shows this to be cor­
rect indeed. 

V. NONCOM PACT CT MODELS 

In the previous sections we have shown that there are 
two alternative methods of quantizing theories with non-
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compact symmetries, differing in the way the noncom pact 
symmetry is realized in the spectrum. Now we must deter­
mine which quantization procedure to follow in actual phys­
ical theories. For Maxwell's theory of the electromagnetic 
field or the theory of the relativistic string the noncom pact 
symmetry involved is Lorentz invariance. Because this sym­
metry is not broken, these theories must be quantized in a 
Hilbert space with indefinite metric. This leads to the stan­
dard Gupta-Bleuler formulation of quantum electrodynam­
ics. 22 

The situation is different in the case of noncompact u 
models. Below we present a number of arguments showing 
that in these theories the noncom pact symmetry is broken 
(in the sense of Sec. III). Therefore we are forced to con­
clude that the quantum description requires one to work 
with an extended Hilbert space having positive-definite met­
ric and negative-energy states. 

An explicit proof of this statement can be given for a 
number of exactly solvable models. The first of these is the 
nonlinear O( 1,1) model. This model is a nonlinear counter­
part of the model that was briefly discussed in its (0 + 1)­
dimensional version in Sec. III. In line with the general dis­
cussion of nonlinear O(N, 1) models in Eqs. (1.6)-( 1.12) it 
is defined by the Lagrangian 

!!' = !(J/LU)2 - !(J/L1T)2, 

with the constraint 

~-1T2=lIg>O. 

(5.1 ) 

( 5.2) 

One may now proceed to solve the constraint as in Eq. (1.8), 
in terms of a single scalar field q;: 

q; 1 1 
1T= , U=- , 

~1_gq;2 -.jg ~1_gq;2 (5.3) 

.Y = - ! (J/Lq;)2/( 1 _ gq; 2)2. 

This is invariant under the nonlinear Abelian transforma­
tions 

(5.4 ) 

However, in this case there exists a more convenient parame­
trization of the model, using a scalar field.,'J defined by 

1T= (lI-.jg)sinh(-.jg.,'J), u= (l/-.jg)cosh(-.jg.,'J). (5.5) 

In terms of this field .,'J the Lagrangian becomes 

.Y = - !(J/L.,'J) 2 
. (5.6) 

Thus the theory describes a single real, massless scalar field, 
and is invariant under nonlinear O( 1,1) transformations of 
the form 

(5.7) 

where 77 is a constant. 
The importance of this result is, that the spectrum of a 

massless field is well known to be continuous. In particular, 
there is no normalizable ground state. This may be checked 
directly, by enclosing the system in a box of finite dimension 
L and decomposing the field into plane waves: 

.,'J(X) = L .,'Jk(t)e27T1k.x/L, .,'Jt=.,'J_k' (5.8) 
kEZd 

The Hamiltonian separates into a direct sum of Hamilto-
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nians for the modes (5.8). Correspondingly, the wave func­
tion factorizes into an infinite product of wave functions, one 
for each mode. For all the modes with space momentum 
k#O, the Hamiltonian is that of a harmonic oscillator with 
frequencywk = (21TIL)lkl. Thus these modes have norma­
lizable wave functions t/!k' For the zero mode {} ° the Hamil­
tonian is that of a free, nonrelativistic particle in one dimen­
sion. Its eigenstates are plane waves, which are not 
normalizable. To get normalizable states, we have to form 
wave packets by linear superposition of the zero modes. 
Therefore the wave function for the free, massless scalar field 
has the form 

1I'[{}d = fao dac(a)e
ju

.1" II t/!k[{}k]' (5.9) 
- ao k7"O 

where 

1 fao - dalc(a) 12 = 1 . 
21T - ao 

The nonlinear 0(1,1) transformation (5.7) shifts the 
zero mode by T/, but does not affect the other modes: 

(5.10) 

The result of this transformation on the wave function (5.9) 
is that all c(a) are multiplied by a phase factor exp(iaT/). 
This is a unitary transformation, preserving the normaliza­
tion, but changing the form of the superposition and hence 
the state of the system. In fact, the plane wave basis for the 
zero modes is an infinite-dimensional unitary representation 
of the Abelian O( 1,1) group. Therefore we have no normali­
zable O(1,l)-invariant ground state for the nonlinear 
0(1,1) model. 

The conclusion arrived at for the Abelian O( 1,1) model 
also holds for the non-Abelian O(N,I) models. This has 
been proved in detail for the O( 3, 1) model in (0 + 1) di­
mensions by Velo and W ess, 6 and for the supersymmetric 
0(2,1) model in (0 + 1) dimensions by Davis et aC In this 
last model there are in fact normalizable ground states with 
energy zero, separated by a finite energy gap from the rest of 
the spectrum, which is purely continuous. However, these 
zero energy states form two infinite-dimensional discrete se­
ries, which are unitary representations of 0(2,1) (Refs. 23, 
24). Therefore there is still no 0(2,1) invariant vacuum. 
Such discrete series arise in fact for all supersymmetric 
O(N,I) models with N even.4 Therefore none of these mod­
els possesses an O(N,I) invariant vacuum. That this situa­
tion generalizes to the case of the supersymmetric O(N,I) 
field theories in (d + 1) dimensions (d> 1) is shown by us­
ing Wittens index theorem.23 

Before proceeding to discuss more general arguments 
indicating the breaking of the noncom pact symmetry in the 
nonlinear O(N,I) models, we would like to return once 
more to the O( 1,1) model and discuss the construction of its 
Hilbert space of states in the formalism with constraints, as 
in (5.1) and (5.2). We consider the model in (0 + 1) dimen­
sions for simplicity, but this restriction is not essential. Be­
fore imposing the constraint, the wave functions of the sys­
tem in the extended Hilbert space with positive-definite 
metric (and negative energies) are 
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t/!(U,1T) = - ..!Lc(a,T/)e' (U1T- 7JG). 

f
ao da fao d . 

- 00 21T - 00 21T 
(5.11 ) 

We can now impose the constraint (5.2) as a constraint on 
the wave functions 

(~- r - (1lg»)t/!(U,1T) = O. (5.12) 

This constraint is satisfied if the Fourier coefficients c(a,T/) 
satisfy the (1 + 1 )-dimensional Klein-Gordon equation: 

( - J; + J; - l/g)c(a,T/) = O. (5.13) 

The solutions of this equation are of the form 

c(a,T/) = J: 00 d1T J: 00 duo(~ - r - (l/g») 

Xrp(u,1T)e - j(U1T-7JG ) • (5.14 ) 

Taking T/ = 0 this reduces to the plane wave basis (5.9). 
Thus we can indeed obtain the correct physical states by 
imposing the constraint (5.2) on the states of the extended 
Hilbert space with positive-definite metric and negative-en­
ergy modes. 

With the nonlinear transformation law of the physical 
fields under the O(N, 1) transformations ( 1.12), it is actual­
ly not surprising, that the O(N, 1) symmetry is broken to its 
compact O(N) subgroup in the quantum nonlinear u mod­
els. Assuming the quantum theory to exist, it follows from 
the Goldstone theorem. Denoting the compact O(N) gener­
ators by R, and the remaining noncom pact ones by N, we can 
show that the vacuum expectation value of the massless 
physical fields (rpj) vanishes because of the O(N) invariance 
of the vacuum. Consider an infinitesimal O(N) transforma­
tion of (rpj): 

o(R)(rpj) =aij(rp) = (OI[R(a),rp;] 10) =0. (5.15) 

The vanishing of this expression follows, since the compact 
O(N) symmetry of the vacuum may safely be assumed in the 
absence of a symmetry breaking potential. However, for a 
transformation in a noncom pact direction we obtain 

A 

o(N) (rpj) = (01 [N(b),rp;] 10) 

= (11,[g)bj (oij +g[oij(rpi) -2(rpjrpj)])' 
(5.16) 

For N>2 the right-hand side cannot vanish, proving that the 
vacuum cannot be invariant under these transformations. 
For N = 1 we have already proved the nonexistence of an 
invariant vacuum. We conclude that, provided the quantum 
theory is well defined, the vacuum of the nonlinear O(N, 1) u 
model is not invariant under the noncom pact symmetries. 
Finally we briefly consider the constraint (1.7). Taking 
vacuum expectation values on both sides of the equation, we 
get after proper renormalization: 

(~)ren - (1I'2)ren = l/gren >0. (5.17) 

If the renormalized coupling constant is positive (and fin­
ite), we are forced to conclude that 

(~) ren # (11'2) ren and (~) ren > 0 . (5.18) 

The first condition can be avoided only if both vacuum ex­
pectation values become infinite: 

«~) ren' (11'2) ren ) -> <X) • 
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This possibility is presumably realized in the (1 + 1) -di­
mensional models, 4,10 since for d = 1 no properly massless 
scalars exist. 24 However, for d> 2, model calculations and 
the analysis of the 0(1,1) model above indicate that the 
vacuum expectation values are finite4

,9, II and the conditions 
(5.18) must be satisfied, Again we are led to conclude that 
the O(N, 1) symmetry is broken. 

The arguments presented above indicate, that for the 
noncom pact nonlinear u models the quantization in an ex­
tended Hilbert space for constrained fields (u, 1i') should 
proceed with positive norm, but negative-energy states for 
the unphysical degrees of freedom u. The energy of the full 
theory is nevertheless bounded below, because the constraint 
( 1. 7) [( 5,2) 1 guarantees, that the excitation of negative­
energy states can only take place, if simultaneously suffi­
ciently many positive-energy modes of the 1i' fields are excit­
ed as well. 

VI. A MODEL COMPUTATION 

The conclusion of Sec. V, that in the formulation with 
constraints noncom pact u models are to be quantized using a 
positive-definite Hilbert space with negative-energy states 
for the unphysical degrees of freedom, implies that the free 
propagators of the fields (u,rr) used in perturbation theory 
take the form 

J 
d nk eik ·x 

(u(x)u(O» = - -- 2 2 ' 
(21T)ni k + m + iE 

J 
dnk eik ·x 

(1Ti (x)1T(O»=Dij -- 2 2 ' 
(21T)ni k + m - iE 

(6.1 ) 

where n denotes the dimensionality of space-time; cf. Eqs. 
(2.17) and (4,2). In this section we show that this prescrip­
tion leads to correct results in a simple toy-model computa­
tion, Although this model is strongly simplified, we believe it 
has all the necessary features to test the analytic continu­
ation ofm2 implicit in Eqs. (6.1), as it appears for example in 
path integrals of the type (4.1) and (4.3). Instead of these 
infinite-dimensional integrals, we consider the ordinary 
double integral 

where for definiteness we choose m~ >mi >0 and g > O. This 
is a zero-dimensional version of the nonlinear O( 1,1) model, 
with an additional O( 1,1) breaking for mi =1= m~ . Inspection 
of the integral shows it to be well defined for 1m m~ <1m m~. 
The integral can be evaluated directly by first carrying out 
the integration over u; this eliminates the 0 function: 

·2 l= (i/2)(m~-ml>"" 
Z ( 2 2) _ 2 r= Im,/2g d _e---;~==:::;;-_ _ m I ,m2 - vge 1T . 

o ~1 + gJT2 

It is convenient to redefine the parameters as follows: 

f..l2= (l/4g)(mT +m~), 

0= (l/4g)(m~ -mi), s= 1 +2g1T2. 

Then 

z _ (mT ,m~ ) = eip ' roo ds e
iws 

, 

)1 R=T 

(6.3 ) 

(6.4 ) 

(6.5) 

This integral is defined for 1m 0 >0 (0 =1= 0) and all complex 
values of f..l2, in agreement with the complex domains of 
m~ ,m~. The result of (6.5) is a Hankel function of the first 
kind: 

(6.6) 

Of course, the Hankel function can be defined in the whole 
complex 0 plane, but the integral representation (6.6) exists 
only for 1m 0>0 (Ref. 24). 

It is instructive to compare this result with the compact 
O( 2) version of this integral: 

Z+ (mi,mD 

= foo d1T fac du D(~ + 1T2 - ~) 
-00 -ac g 

xexp( - ~ (m~r + m~~)) 

r= - imi12g ll/,g exp [ (i/2) (m~ - mT) r] 
= 2vge d1T , 

o ~1 _ g1T2 

(6.7) 

which exists for all complex values of mT ,m~. Withf..l2 and 0 

as in (6.4) and taking 

s= -1+2gr, 

the integral (6.7) becomes 

. 'f+ 1 ei<us 2 2 -ll-1-Z + (m I ,m2 ) = e ds . 
-1 ff=7 

(6.8) 

In contrast to (6.5), this integral is indeed well defined for all 
complex values of 0. It is an integral representation of the 
Bessel function of order zero: 

Z ( 2 2 ) - ip'J. ( ) + m I ,m2 = 1Te 0 0 . (6.9) 

In actual quantum-field theoretical models, the path inte­
grals usually cannot be evaluated directly and one must take 
recourse to perturbation theory. The constraint for (u, 1i') is 
then imposed using a Lagrange multiplier a. For the integral 
(6.2) such a formulation is obtained by substitution of the 
Fourier representation ofthe 0 function: 

( 6.10) 

The perturbation theory treatment is obtained by interchanging the order of integration , allowing the integrations over (U,1T) 
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to be performed first and that over a afterwards. For the integral (6.1 0) this interchange is allowed for 1m mi.;;;O and 
1m m~ >0, and gives 

Z_ (mi,mD = foo da exp(- ia){f
OO 

d1Tfoo duexp(- ~[(mi +a)r- (m~ +a)cr])} 
-00 41T 2g -00 -00 2 

= ~ foo da exp( - ia/2g) . 

2 -00 ~(mi +a)(m~ +a) 

Now define 

t= -((a/2g)+J.lZ
). 

Then 

( 6.12) 

A similar treatment of the compact model (6.7) requires 
1m mi .;;;0, 1m mi .;;;0. In order to show that this reduces to 
the form (6.5), we must take care of the multivaluedness of 
the square root, and deal with the singularities at t = ± li). 
The square root becomes single valued if we make cuts along 
the half-lines [li), 00) and ( - 00, - li) ]. For 1m li) > ° the 
integration does not encounter the cuts (Fig. 1). In the limit 
1m li).-O, the path of integration passes along the upper edge 
of the cut ( - 00, - li)] and the lower edge of the cut [li), 00 ). 

Now consider the contour C of Fig. 2. Since there are no 
singularities inside the contour, we have 

f 
eiz 

dz =0. 
C ~Z2 _ li)2 

(6.13 ) 

In the limit R .- 00 the part of the integral along the semicir­
cular arc vanishes. Therefore 

f
Rew eit iW+i,mw it 

dt = - dt e 
-00 ~t2_li)2 Rew=w-i1mw ~t2_li)2 

S
IX! +2ilmliJ elt 

- dt . 
w+ilmw ~t2_li)2 

(6.14 ) 

Hence the contour of Fig. 1 may be deformed to pass along 
the upper and lower edges of the cut [li),oo), as in Fig. 3. 
Finally, the two parts above and below the cut contribute 
equal amounts, because the change in sign of the square root 
is balanced by the reversal of the direction of the path. The 
final result is therefore 

w 

FIG. I. Path of integration in complex t plane for Eq. (6.12). 
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( 6.11) 

Z _ (mi ,m~ ) = eill ' dt e SOO it 

'" ~t2_li)2 

= eill
' foo ds ~. (6.15 ) 

Thus the result (6.5) is reproduced and the representation of 
the integral by (6.11) is correct with 1m mi .;;;0, 1m m~ >0. 
Writing explicitly the real and imaginary parts as 
mi,z -+mi,z ± iEI,z, we can replace (6.11) in the limit EI.z to 
(such that the logarithm is single valued) by 

z z foo da ( ia) Z_ (m p m 2 ) = -exp - -
- 00 41T 2g 

X {exp( - ~ In(mi + a - iE I ) 

- ~ In (m~ + a + iEz ) )}. (6.16) 

This is the form that, generalized to higher-dimensional 
models, is the starting point for a perturbative analysis. It is 
now straightforward to establish the results 

(cr) = - 2i ~ Z _ (mi,m~) = / 2 i .) 
am2 \ mz + a + lEZ a 

(r) = 2i~Z _ (mi,m~) = / z - i . ) , (6.17) 
amI \m l +a-1E I a 

which are identical to Eqs. (6.1) for n = 0. It is obvious that 
the replacement of (1T,U) by fields (1T(X),U(x») and mi,2 by 
differential operators a; + mi,2 does not alter these results. 
Hence the analytic continuation chosen for the propagators 
in Eq. (6.1) is consistent for the noncompact models and 
leads to a correct perturbative treatment of the quantum 
field theory, II provided that this theory is well defined. 

I 
I 
f 

J 

I 

, , 
I 

" 
"" ..... , , , , 

\ 
\ 
\ 

r.---.... .., 
R 

FIG. 2. Closed contour in z plane, Eq. (6.13). 
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~- 4--'------.---_ ... -

-------w 

FIG. 3. Equivalent path of integration in t plane for Z _ (m; ,m~). 

VII. DISCUSSION 

The argument presented in this paper may be summar­
ized as follows. There exist two different quantization 
schemes for field theories with noncompact symmetry of the 
kinetic energy operator: one with the noncom pact symmetry 
broken, but a positive-definite Hilbert space and one with the 
noncom pact symmetry not broken, but being realized in a 
Hilbert space of indefinite metric. It is argued from the ex­
amples of some explicitly solvable models that in nonlinear u 
models with noncompact symmetry the noncompact sym­
metry is broken in the sense that there is no invariant vacu­
um state, even though the charges of the noncompact sym­
metry are conserved. The general validity of this result in 
nonlinear u models is supported by other, more model-inde­
pendent arguments. From this it is inferred that the quanti­
zation of the linearized formulation of such theories in an 
extended Hilbert space with constraints requires the use of a 
positive-definite Hilbert space with negative-energy modes 
for the unphysical degrees of freedom. 

The question of whether such a quantization is consis­
tent with causality and stability is far from obvious. As we 
have argued in Sees. I and V, the constraint (1.7) [(5.2) 1 is 
crucial in establishing the boundedness of the Hamiltonian 
and therefore it must necessarily be conserved in the full 
quantum theory. This requires the quantum theory includ­
ing the constraint to be renormalizable, since otherwise 
counterterms might modify the constraint in such a way that 
the negative-energy modes can no longer be removed from 
the theory. Obviously, the renormalization must be carried 
out very carefully; for example, mixing bare and renormal­
ized quantities in the analysis may easily lead to inconsisten­
cies. 12 

Most studies have been done on (0 + 1)- and (1 + 1)­
dimensional models. The d = 0 models can be solved exactly 
and confirm the analysis presented here.3.4.6 In d = 1 exact 
results can be obtained in the large-N limit of O(N, I) and 
noncompact CP(N,I) models.4,5,7-12 However, in this case 
the precise quantization of the negative-energy modes is not 
so important, because most of its contributions disappear in 
the limit N --> 00, Nevertheless, negative-metric quantization 
has been shown to give rise to certain inconsistencies, 12 Also, 
as explained in Sec, V, the behavior of the noncompact mod-
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els in d = 1 is somewhat peculiar4, 10 because ofthe problems 
with infrared divergences for massless scalars. 25 

In (3 + I) dimensions a study has been made of the 
SV (1,1) IV (1) nonlinear u modeV I which describes the 
scalar sector of N = 4 supergravity,13 The model has been 
analyzed at the one-loop level using the positive metric quan­
tization. At this level it was shown to be renormalizable, 
with the energy bounded below, II These results can in fact be 
extended to the case ofSV(N,N)/SV(N) XSV(N) XV( I) 
models. However, it is not known what happens when one 
includes higher loop contributions. Some arguments against 
consistency of the models at higher loops were coined by the 
authors of Ref. 12, but we believe their arguments to be in­
conclusive (Ref. 26), In particular, the derivation of cutting 
rules and the conditions of unitarity are modified by the use 
of negative-energy modes, since their propagator has a non­
standard analytic continuation, Also, in the context of N­
extended supergravity, it is known that the models are finite 
to two loops in perturbation theory, 27 Thus it seems that any 
inconsistencies are suppressed, at least till the next order of 
computation. This may be particularly relevant for gauged 
N = 8 supergravity,28 where the dynamical generation of 
composite SV (8) gauge bosons may be possible by the 
mechanism of Ref. 11. This would greatly improve the phen­
omenological prospects for this theory as a unified model of 
electro-weak, strong, and gravitational interactions. 
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A class of non-Markovian stochastic processes is defined; it generalizes several anterior 
models, and allows a trajectorial description of collisions in dense fluids when the system loses 
all memory at each collision. The abstract formalism is studied here: an integral evolution 
equation is derived, as well as an integrodifferential equation that generalizes the master 
equation; some asymptotic properties of these processes are established. Applications to 
specific models will be treated in other articles. 

I. INTRODUCTION 

Several authors l
,2 have recently developed stochastic 

models to describe the molecular relaxation and chemical 
reactions in a fluid. In most of these models the intermolecu­
lar potentials are supposed to have a very short range, com­
pared to the average distance between two molecules (long 
range potentials may be simulated, in many cases, by mean 
field potential2

,3 and are not considered explicitly here). 
Then the interaction of a molecule, or of a reacting complex, 
with the other particles of the fluid may be represented as a 
collision localized in time and space; between two collisions, 
the molecule undergoes a determinist evolution under the 
influence of the external field, or effective external field. 

Naturally, an exact probabilistic description of the fluid 
is obtained formally by applying the Liouville theorem to the 
complete density function, and writing the well-known hier­
archy of equations for the reduced probability densities. 
However, this method does not yield explicit results easily, 
except in the case of the Boltzmann approximation, where 
multiple collisions are neglected. 

Another method is to consider the evolution of a test 
molecule as a perturbation of its deterministic evolution un­
der the action of collisions with other particles, represented 
as stochastic events; if the distribution laws in time and 
phase space of these collisions may be determined a priori 
then it is generally not difficult to study the stochastic evolu­
tion of the molecule. Although this approach is less satisfy­
ing from a theoretical point of view, since it implies a heuris­
tic evaluation of the collision laws, it yields a simple 
description of the fluid and permits us to integrate experi­
mental data or semiempirical deductions; furthermore, it ap­
pears to be very convenient for numerical simulation,3,4 and 
has given valuable results in the theory of chemical reactivity 
in liquid phase. Thus it seems interesting to extend the valid­
ity of this method. In the works published on the subject,3,5 
three main assumptions are generally made: the collisions 
are instantaneous; the collision times of the test molecule are 
exponentially distributed: the collision rate at any time does 
not depend on the past collisions, nor on the state of the 
molecule; and in a collision the transition probabilities only 
depend on the initial and final states. 

Of course these assumptions are related to the funda­
mental hypothesis that the evolution of the test molecule 
may be represented by a Markov process. However, it is 
clear that they can only be justified approximately and in 
special conditions; in particular, they are not appropriate in 
the case of a liquid medium: then, and generally, the evolu­
tion of the molecule is non-Markovian and cannot be treated 
by a standard formalism. 

The difficulty is to define non-Markovian processes 
which are powerful enough to represent the physical phe­
nomena, at least schematically, and not too general in order 
to be of practical use. For this purpose it is often assumed 
that the processes obey a generalized Langevin equation,6.7 
as it may be shown in the linear response approximation: but 
the memory function is hardly obtained from the first princi­
ples, and it must generally be approximated by a truncated 
continued fraction expansion, where the few generalized 
friction coefficients are chosen in order to fit experimental 
data, which is not very satisfying from a conceptual point of 
view. Among the various non-Markovian processes intro­
duced by previous authors one may quote the semi-Markov 
processes defined by FellerS or the generalized random-walk 
processes used by Kenkre, Montroll, and Shlesinger9

; the 
most interesting for physical purposes seems to be the com­
posite stochastic processes studied by van Kampen 10; how­
ever, their definition is not wide enough to be applied to the 
modelization of chemical reactions. Thus, using the math­
ematical formalism of stochastic processes, we introduced II 
the so-called collision processes which give a convenient 
generalization of the anterior works. Here we present this 
class of processes in a more physical way and study their 
main properties. Applications to reactional microdynamics 
are given in another paper. 12 

II. NON-MARKOVIAN COLLISION PROCESSES 

A. The model 

We consider a system, which may be a test molecule or 
group of molecules (a reacting complex, forinstance) evolv­
ing under the action of internal and external forces. We as­
sume that this evolution suffers different phases, labeled by 
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the index E running from 0 to m, which will be called "re­
gimes"; for instance, regime 0 may be the free evolution of 
the system, or the evolution in an external field between two 
collisions; regime 1 may be the evolution during a collision 
with a particle of kind 1, etc. More generally E could be an 
element of a countable set ~ (or even of an uncountable set; 
but we will not consider such a general case in order to avoid 
technical difficulties which are unnecessary for application 
to concrete models) . 

During regime E, the instantaneous state of the system is 
represented by an element of a probability space E. which 
may depend on E. Generally E. is a n-dimensional Euclidean 
space R n or a discrete set, or a manifold, and its dimension or 
its structure may change with E; then the system is described 
at time t by a n-dimensional random vector X, and its prob­
ability law is defined by its probability density P. (x,t), 

xER n, or more generally by the probability measureP. (A,t) 
which gives the probability to find the system at time t in 
some subset A ofE .. We have given in Ref. 12 three examples 
modelizing chemical reactions in the presence of a solvent. 
In one of these examples, the state space E. can be either one 
point space (for example a bound state), or a spatial interval 
with two velocities to take into account the diffusion on the 
top of a barrier potential. 

Whatever may be the physical interpretation of regimes 
and state spaces, our fundamental hypothesis will be that the 
process keeps no memory of the events prior to the beginning of 
a regime, specified by its initial time and initial state. This is 
of course a kind of partial Markov property and does not 
correspond to general non-Markov processes; however, it 
allows for nonexponential waiting times and is sufficient in 
many problems. The same hypothesis was made by van 
Kampen in defining the composite stochastic process, 10 with 
more restrictive conditions. Now it is necessary to specify 
the description of this class of processes. 

B. Evolution during a regime 

Under regime E the evolution of the system is a Markov 
process with an infinitesimal operator L. (x), 

(1) 

where L. (x) is a linear operator acting on the x variables 
only, satisfying the condition 

(2) 

which can be written in the integral form 

L.(x)p.(x,t) = f dx' K.(xlx';t)p.(x',t) , (3) 

with 

f dx K. (xlx';t) = 0 . (4) 

For a stationary continuous process with transition rate 
W. (x' Ix) from state x to state x', 

1431 J. Math. Phys., Vol. 28, No.6, June 1987 

L.(x)p.(x,t) = f dx' W.(xlx')p.(x',t) 

- P. (x,t) f dx' w. (x'lx) , (5) 

which can be written in the integral form (3) with the kernel 

K.(xlx') = W.(xlx') -8(x-x') f dx" W.(x"lx'). 

(6) 

In the case of a deterministic process with conjugated co­
ordinates x = {qop) and Hamiltonian H. (x), L. (x) is of 
course the Lagrangian operator 

(
JH. J JH. J) 

L. (x) P. (x,t) =.L - - - - - P. (x,t) 
i Jqi JPi JPi Jqi 

(7) 

corresponding to the integral kernel, 

K.(xlx') =.L (JJH. 8(Pi -p;) JJ, 8(qi - q;) 
I 'Pi qi 

JHE J ) --8(q. -q') -8(p. -p~) . 
J I I J' I I 

qi 'Pi 
(8) 

c. Evolution of the regime £ 

This evolution contains all the (possibly) non-Marko­
vian behavior of the system. It is well known 12 that when the 
successive regimes Eo, EI>'" constitute a Markov chain with 
an exponentially distributed pausing time between two 
changes, the process dt) is Markovian, since for t> to, E(t) 
is independent of the events preceding t once E(to) is known. 
Conform ally with the fundamental hypothesis, we assume 
that once the state Xo is known at the beginning to of a regime 
Eo, the process {E(t),x(t)} at further times t> to is indepen­
dent of the events preceding to: this is not true if to is not the 
beginning of the regime Eo (unless the pausing time in Eo is 
exponentially distributed) so that the process is generally 
non-Markovian. 

In our formalism the changes of regime are instanta­
neous; let C(Eo) be the first regime following Eo, and T.,.o the 
duration of regime Eo when C(Eo) = E1: if Eo begins at time to 

and is changed into EI at time tl> then T.,.o = tl - to; then a 
stochastic variable T •• " may be defined for any regime E by 
taking Tu " = 00 if E#C(Eo) = E1• We leave the possibility 
of having C(Eo) = Eo, since the transition Eo-->Eo may be de­
fined (for instance it may account for instantaneous elastic 
collisions); in other cases we take T.

o
'" = 00. Since the evo­

lution of X(t) under regime Eo is specified by the infinitesi­
mal operator L.o' the whole process {E(t),x(t)} is com­
pletely determined after the beginning to of regime Eo by 
giving the laws of T •• o for any E, and the law of change of the 
state in the transition Eo --> E I' Of course, these laws are condi­
tioned by the initial values E(to) = Eo, x (to) = Xo, and can be 
interdependent. 

We now assume the following. 
(i) The laws of T •• o and C(Eo) only depend on E, on Eo, 

and on the invariants ofthe evolution under the action of LEO 
[the fact that these laws depend only on these quantities will 
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be explicitly used in the derivation of (Eq. 29)]. These laws 
are specified by 

AEo (t Ixo,to) = Prob(inf TEEo > t - tolxo,to,Eo) (9) 
E 

(which is the conditional probability of having no transition 
in the time interval ] to,t] ), and by 

rE,E" (] t,t /] Ixo,ta) 

= Prob(TE,Eo = tl - taE]t - to,t / - toJ, 

C(Eo) = Ellxo,ta,Eo) (10) 

(which is the conditional probability that the first transition 
after ta occurs in the time internal ] t,t /] (to<J < t /) and 
yields the regime EI)' We shall also use the corresponding 
density rE,Eo (t Ixa,to), 

r E,Eo (dt Ixo,ta) == r E,E" (] t,t + dt ] Ixo,t) 

= rE,Eo (t Ixa,to)dt . ( 10/) 

(ii) If the state of the system is x I- EEEo at the end tl of 
regime Ea [X(tl - 0) = x I- ], the state X(tl) at the begin­
ning of the next regime EI is an element of EE, which is inde­
pendent of all other events before t l ; thus the effect of the 
transition is specified by the transition probability 

YE,Eo(A Ixl,t l ) = Prob (X(tl) =xlEA IXUl-O) =x I-; 

a transition Ea ..... E I occurs at t d (11) 

(where A is a subset of the phase space EE, ) or by the corre­
sponding density YE,Eo (xllx l- ,tl ), 

YE,E
o 
(dxllx l- ,tl ) = YE, .. o (xllxl- ,tl)dx I • (11/) 

In some cases XU I ) may be determined unambiguously 
from x I- by a mapping/of E .. 

o 
into EE" 

X(tl) =/(xl-) with probability 1; 

thenYE,Eo is obviously a 8 function. In particular E .. , may be 
identical to E .. o' with X(tl) = x I- if the transition does not 
change the state of the system. 

D. Compound transition probabilities 

Our main purpose is to find the conditional probability 
PEE" (A,t Ixa,ta) that the system be at time t under regime E 
and in some state x of the subset A of the phase space EE' 
knowing that a transition has occurred at time ta, yielding 
regime Ea and state xaEE .. o' 

p .... o (A,t Ixa,ta) = Prob(X(t) = xEA, 

E(t) = EIX(to) = XO, 

E(ta) = Ea; a transition occurs at ta) . 
(12) 

Here t is any time posterior to to and not necessarily a colli­
sion time. 

This conditional probability may be computed from the 
following two basic quantities, which we call compound 
transition probabilities. 

(a) The first is the conditional probability 
8"0 (A,t Ixo,to) that no transition occurs in the time interval 
]to,t] and that the state X(t) = x at time t belongs to the 
subset A of the phase space EE

o
' 
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8"0 CA,t Ixo,to) 

= Prob(x(t) = xEA, inf T .. Eo > t - tolxa,ta,Eo) . (13) 
E 

(b) The other is the conditional probability 
<I> £,Eo (A,] t,t /] Ixa,to) that the first transition after ta occurs at 
some epoch tl of the time interval ]t,t /] (ta<tl < t '), leading 
to the regime E, and to some state X I belonging to the subset A 
of the phase space E .. " 

<l>E,E
o 

(A,]t,t /] Ixa,to) 

= Prob(X(tI) =xlEA; 

(14) 

Although these two quantities 8 Eo and <I> E,£o may possibly be 
defined in more general situations, we shall restrict ourselves 
to the particular case described by the hypotheses (i) and 
(ii) settled in 2.3: then the pausing time in regime Eo does not 
depend on the state evolution during Ea, and we have 

8 Eo (A,t Ixa,ta) = AEo (t Ixa,ta)PEo (A,t Ixo,to) , (15) 

where AEo (t Ixo,t), defined by (9), specifies the pausing time 
in Eo and PE" (A,t Ixo,to) is the transition probability from 
state Xo at time to under regime Eo' Furthermore, 

<l>E,Eo (A,dt1Ixa,to) 

= I YE,Eo (A Ix1- ,tl)r(dtllxo,ta)PE" (dx 1- ,tllxo,ta) , 

(16) 

where <l>E,Eo and YE,E
o 

are defined by (10) and (11). 
We shall also use the densities BEo and fPE,Eo correspond­

ing to 8 E" and <l>E,E
o 

when they exist, 

8"0 (x,t Ixo,ta) = AEo (t Ixa,to) PE" (x,t Ixo,ta) , (17) 

fPE,E" (X1,t1Ixo,to) = I dx 1- YE,Eo(xllxl-,tl)rE,Eo(tllxo,to) 

XPEJX1-,t1Ixo,ta)· (18) 

Clearly the quantities 8 and <I> are not independent. As a 
matter offact it results from definitions (13) and (14) that 

E, 

since the second term on the left-hand side is the conditional 
probability that a first transition after to occurs before or at t. 
With the expressions (15) and (16) for 8 and <1>, this rela­
tion becomes 

(19/) 
E, 

with the same interpretation. 
Clearly 8(EE",t Ixo,ta) or AE" (t Ixo,to) cannot increase 

with t. From now on we shall assume that these quantities 
tend to 0 when t ..... 00, that is to say,for any initial regime and 
state, at least one transition will almost surely occur; in this 
case 

(20) 

Although the statement of the previous definitions and hy­
potheses has been somewhat lengthy, it is now easy to obtain 
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the evolution equation of the conditional probability 
PEEo (A,t Ixo,!o)' 

III. EVOLUTION EQUATIONS OF THE SYSTEM 

A. Fundamental evolution equation 

We want to obtain an evolution equation for the proba­
bilities PEEo (A,t Ixo,to). We divide the set of trajectories 
starting from Xo in regime Eo at time to (just after a collision 
has occurred) and arriving in the subset A of EE in regime E 
at time t, into two subclasses. 

( 1) The first subset is the set of trajectories that do not 
suffer any collision and thus do not change the regime in the 
time interval] to,t] so that in particular E(t) = Eo; this means 
that InfE TEEo > t - to and by Ref. 9, this subset of trajec­
tories has the probability 

(21) 

(2) The second subset is the set of trajectories suffering 
at least one collision in the time interval ] to'!]; if tiE] to,t ] 
denotes the first collision time occurring in this interval, 
then the probability that the trajectories change their regime 
from Eo to E I at a first collision in the time interval 
]tl,tl + dt l ], and are found in the volume element dX I inEE' 
just after the collision, is <I> E,Eo (dxl,dtllxo,to)' After that col­
lision, the process follows independently and has probability 
PEE, (A,t Ixl,tl ) to go from (XI,t l ) to (A,t) (because, precise­
ly, tl is a collision time). The probability of this subset is then 
the sum over all these possibilities, 

i L f PEE, (A,t Ixl,tl)<I>E,E., (dxl,dtllxo,to) . 
tIE]to,t] t:. JXt- eEEI 

(21') 

Thus P satisfies the integral equation obtained by adding the 
contribution (21) and (21'), 

PEE .. (A,t Ixo,to) = eE .. (A,t Ixo,to)D EE .. 

+ L i f PEE, (A,t Ixl,tl ) 
E. (.E]to.t) JX 1EEEI 

X <l>E,E .. (dxl,dtllxo,to) , (22) 

and the conditional density P satisfies 

PEE .. (A,t Ixo,to) 

= 01£0 (x,t Ixo,to)DEEo + .t f dt l f dX I 

X PEE, (X,t Ixl,tl ) qJE,Eo (xl,tllxo,to) . (23) 

Equations (22) and (23) are the fundamental evolution 
I 

equations under their integral form. It is seen that they are 
"backward" equations, since the operator of the right-hand 
side acts on the initial values Eo, x o, to only. 

Remark: This is a generalized version of a renewal equa­
tion [see (18) ] but with memory and nonidentical laws. 

B. Integrodifferential evolution equation 

In order to compare the evolution equation of our pro­
cesses with the usual master equation of Markov processes, 
we derive Eq. (23) with respect to the initial time to, and 
obtain 

a 
X PEE, (X,t Ixl,tl ) at

o 
qJE,Eo (xl,tllxo,to) 

- LJdXIPEE, (x,tlxl,tO)qJE,Eo(XI,tolxo,to)' (24) 
E, 

Now we use the expressions (17) and (18) of 0 and qJ, 

OEo (x,t Ixo,to) = AEo (t Ixo,to) PEo (x,t Ixo,to) , (25) 

qJE,Eo (xl,tllxo,to) = J dx l- YE,E" (xllx l- ,tl)DE,Eo 

X (tllxo,to) PEo (X I- ,tllxo,to) . (26) 

We notice that under regime Eo, the evolution equation (1) 
implies the forward equation, 

a 
at PEO (x,t Ixo,to) = LEo (x) PEo (X,t Ixo,to) , (27) 

whereas the backward equation (which is more convenient 
mathematically, see Ref. 13) reads 

a -
ato PEo (X,t Ixo,to) = PEo (X,t Ixo,to)L Eo (XO) , (27') 

where lEo (xo) operates on the left, on variable x o; lEO is the 
opposite of the adjoint L ! of LEo' 

(28) 

Since Ao(t Ixo,to) (the probability that no transition occurs 
before t) and rE,E .. (tllxo,to)dtl (the probability that the first 
transition occurs in dt I and leads to E I) only depend on Xo 
through the evolution constants, we have, for instance, 

(0 ... P • ., )IE .. = 0 ... (PEoIEo) . 

Then Eq. (24) becomes 

a - a 
-PEE (X,t Ixo,to) = A< (t Ixo,to) P< (X,t Ixo,to)L, (Xo)DEE + - A. (t Ixo,to) P< (X,t IXo,to)DEE ato () '<=0 "'0 ""0 () ata 0 <;;0 () 

+ {.t f dt l J dX I dx l- PEE, (X,t Ixl,tl ) YE,." (xllx l- ,tl)D.,Eo Ullxo,to) P.o (x l- ,tllxoto) }IEO (Xo) 

+ L f'dtIJdXldX I- P.E,(x,tlxl,tl)Y., • .,(Xllxl-,tl) aa
t 

r.,.oUllxo,tO)PEo(XI-,tllxo,to) 
E j J~ 0 

- L J dxlpu, (x,t Ixl,tl ) qJ.,Eo (xl,tolxo,to) . 
1£, 

(29) 
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Using the integral equation (23), it is seen that the first and third term on the right-hand side sum up to givep •• ,,L.,,. 
Furthermore, the second term may be expressed in function of P €E" by using (23) again, if A.~ I (a / at) A." is finite. Then (29) 
can be written 

a - a 
-P •• (x,t Ixo,to) = P •• (x,t Ixo,to)L. (xo) - P., (x,t Ixo,to)A,- I - A, (x,t Ixo,to) ato () 0 () "'0 "'0 al

o 
'-0 

- L J dX I P'" (x,t Ixl,to) Y.,E" (xllxo,to)r.,." (tolxo,to) + L J' dt l J dX I dx l- P .. , (x,t IXl't l ) 
El €\ to 

with 

N •• (t,tllxo,to) = ~ r •• (tllxo,to) - r« (tllxo,to)A,-1 
I 0 al

o 
I (} '" I<::() '--0 

(31 ) 

This is the generalized evolution equation of the process. It is 
not a master equation in the usual sense since the 
PEE

o 
(x,t Ixo,to) are not transition probabilities (remember 

that to is a time of "collision," or of a change of regime, and 
not any time). Only the fourth term on the right-hand side of 
(30) contains a memory kernel, because of the memory fac­
tor N.".o' This memory vanishes if 

- Y.~.~ aB 
Y"'o (tllxo,to) 

to 

= - A.~ I ~o A.o (t Ixo,to) =ti.Jxo,to) , (32) 

which implies that this common positive value ti. (xo,to) is 
independent of E1, t l , and t. Then we see from (32) that 

A.o (t Ixo,to) = exp - J' dt / ti." (xo,t /) , (33) 
'0 

Y"'o (tllxo,to) = Y"'o (tllxo,t 1) exp - J" dt / ti.o (xo,t /) . 
'0 

(33/) 

It results from these relations that Eq. (30) reduces to an 
ordinary evolution equation without memory if 

A.- I (t Ixo,to) ~ A. (t Ixo,to) = - ti.
o 

(xo,t) , (34) 
o Bto 0 

A.~ I (t Ixo,to) Y"'o (t Ixo,to) = Y"'o (t Ixo,t) . (34/) 

These quantities are, respectively, the conditional probabil­
ity rate of having any transition at time t, and of having a 

I 

(30) 

transition towards regime El at time t, knowing that there 
has been no transition from to to t. Equation (34) and (34/) 
show that if the memory vanishes they may depend on t but 
not on the time to of the previous transition. These condi­
tions are necessary to obtain a Markov process. 

Remark: In the case of Markov processes, the transition 
probabilities specify the Markov process in an unique way 
(i,e., up to an isomorphism of probability spaces). In our 
case, we can study by the generalized evolution equation 
only some special transition probabilities. In general, they 
will not be sufficient to determine the process completely, 
but for physical applications they will give information on 
the two-time correlation functions, the equilibrium value 
distribution, and the rate constants (see Ref. 12 and subse­
quent publications). 

On the other hand, we have described in Ref. 11 the 
trajectories of our processes; this work stresses the analytical 
aspect and we refer to II for a detailed description of the tra­
jectories. 

C. Time-homogeneous processes 

It is conceptually interesting to distinguish the initial 
and final times in the conditional probabilities, as has been 
done previously, in order to point out the backward nature of 
the equations. However, many of the physical processes are 
time homogeneous: the waiting time T.,.o of a transition 
Eo -> E I does not depend on the beginning to of regime Eo, and 
all two-time quantities only depend on the difference 
between these times; then the quantities ti.o and Y"'" defined 
by (34) and (34/) are independent of t, as well as the transi­
tion rates YE,." (xllx l- ). In this case we write 

Pu" (x,! Ixo,to) = P€E" (x,t - tolxo) , 

and the generalized master equation becomes 

I - aA J = - PEEo (x,t xo)L.o (xo) - PEEo (x,t Ixo)A.:- ITt (x,t Ixo) + L dX I PEE, (x,t Ix1)y.,." (xllxo)Y.,." (xo) 

" 
+ L Jt drJdx I dx l- PEE, (x,t -rlxl)Y.,E

o 
(xllx l- )N., ... (t,rlxo)p.

o 
(x l- ,rlxo) . (35) 

€. to 
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The memory term Ne,eo is easily deduced from (31), 

a 
Ne,eo (t,rlxo) = ar Ye,eo (rlxo) 

- Ye,eo (rlxo)Ae-;;- I (t Ixo) :t Aeo (t Ixo) . 

(36) 

From (33) and (33'), Ne,eo vanishes if 

Aeo (t Ixo) = exp( - Ae
o 
(xo)t) , (37) 

Ye,eo (t Ixo) = Ye,eo (xo) exp( - Aeo (xo)t) , (37') 

thus exponential waiting times are necessary and sufficient 
conditions to recover a process without memory, as was ex­
pected; in this case (35) is exactly the backward master 
equation. 

From now on we will treat time-homogeneous pro­
cesses, unless otherwise specified. 

D. A particular case 

It may occur that the conditional probability of having a 
transition Eo - E I between t and t + dt, knowing that there is 
a transition from Eo in this time interval, is independent of 
the pausing time in Eo; then one may write 

Yee (t Ixo) 
'0 -Q (x)-Q (x-) (38) 

- (a lat)A
eo 

(t Ixo) - e,eo 0 - e,eo I 

(since the dependence on Xo is only through constant of mo­
tions, which are the same in state x 1- at the end of 
regime Eo). 

Physically, this property can be true if all transitions 
have the same cause which determines the end of Eo, the 
choice of the next regime E I being independent of the pausing 
time in Eo. In this case the generalized master equation may 
be written in a simple form by defining the matrices 

p = (Peeo)' pO = (Du.Peo) , 

A = (DeeoAeo)' ~ = (YuoQuo) , 

a2 

N (t,rlxo) = --2 A( rlxo) 
ar 

(39) 

- ~ A( rlxo>A -I(t Ixo) ~ A( rlxo) , 
ar at 

and the (diagonal) matrix of operators, 

L(xo) = (Duo Leo (xo») • 

Then, using matrices products, Eq. (35) becomes 

a 
-p(X,t Ixo) 
at 

1435 

= - p(xt Ixo)L(xo) + p(xt IXo)A -I ~ A(t Ixo) 
at 

-f dX I p(xt IXI)~(xllxo) ~ A(Olxo) 
at 

-f dr f dX I dx l- p(x,t -rlxl ) 

X~(xllxl-) pO(xl- ,rlxo)N(t,rlxo) , 
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(40) 

which is the final equation given in Ref. 11. 
It is clear from (37) and (37') that Markov processes 

must be of this kind. In this case we can write 

A(t Ixo) = exp( - At) , (41) 

and Eq. (40) becomes a standard master equation, 

- p(xt Ixo) = - p(xt Ixo)L(xo) + dxl{p(xt Ixl ) a - f 
at 

- p(xt IXo)}~(xllxo)A. (42) 

If the Markov process during regime E is a jump process with 
an exponential pausing time with time constant 1/e and tran­
sition rate Ve (x' Ix) from x to x', it is seen that the total 
Markov process is a jump process with time constant Ae 
+ 1/e and transition rates from E to E', 

!le'E (X'IX)Ae + DEe Ve (x'lx)1/e 

Ae + 1/e 

E. A remark on non-Markovian regimes 

It can be interesting for some applications to study the 
more general situation where the evolution in the regimes is 
not Markovian. Then it can be seen that, if quantities (J and ifJ 
defined by (13) and (14) can be computed, the integral 
equation (22) applies, but the integrodiiferential equations 
such as (29) obviously do not make sense. 

IV. GENERAL PROPERTIES 
A. Condensed evolution equation 

Much works on non-Markov processes use a general­
ized Langevin equation: for this reason we have carefully 
studied how such an equation may be deduced from the fun­
damental evolution equation (23). However, the general 
properties of the process are more easily derived from the 
integral equation (22) for the conditional probability 
Peel! (A,t Ixo,to) to be at time t in regime E and in subset A of 
the state space, knowing that the system was in regime Eo and 
state Xo at time to, just after a transition. 

We again use the compound transition probabilities 0 Eo 

and <I> U
o 

defined in Sec. II D with the same notations. 
In order to write the evolution equations concisely we 

introduce the matrices 

P = (PeEo ) , 

0= (0uo ) == (DEe ,0eo ) , (43) 

c!» = (<I>eeJ ' 

and we define the * product as the matrical product followed 
by the integrations on Xl and on tl' Then Eq. (22) may be 
written 

P(A,t Ixo,to) = (0 + P*c!»)(A,t Ixo,to) . (44) 

Here A is a subset of the Cartesian product E of all the state 
spaces Eo 
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In these condensed notations, relation (19) between 8 and 
4» becomes 

1 = (V + h~)(E,t Ixo,to) , (45) 

where 1 denotes the (m + 1) line vector (1,1, ... ,1) and V the 
(m + 1) line vector defined by 

V = (0Eo )' Eo = 0,1,2,... . (46) 

This condition is clearly necessary in order that the solution 
of (22) be normalized, since it results from (22) by writing 
P(E,t Ixo,to) = 1. We shall see that it is not always sufficient. 

Before studying the solution of Eqs. (22) and (23), we 
notice that since V(E,t Ixo,to) ..... O as t ..... 00, Eq. (45) shows 
that ~ is a solution of the equation 

v = (v*~)(E,oo Ixo,to) , (47) 

which reads explicitly 

(48) 

where VEo (E, 00 Ixo,to) == vEo (xo,to) is a function Eo,xo,to. 
On the other hand, if we assume that PEEo (A,t Ixo,to) has 

a limit Quo (A Ixo,to) = PEEo (A, 00 Ixo,to) when t ..... 00, Eq. 
(22) shows that the ( p + 1) vector QE = (QEE.,) , 
Eo = 0,1,2, ... , is a solution of (47) for any E or A. Thus if this 
equation has a unique solution (up to a multiplicative con­
stant) we conclude that 

QE a: 1, 

which means thatPEEo (A,oo Ixo,to) do not depend on Eo,xo,to' 
The previous assumptions must be verified on particular 

models; nevertheless it can be said that the asymptotic prob­
ability law, if defined, is generally independent of the initial 
conditions, as could be expected. 

B. Formal solution of the evolution equation 

Iterating Eq. (22) yields the formal solution of Eqs. 
(22) and (23), 

P = 8 + 8*~ + 8*~*~ + ... + 8*~*n + ... , 
(49) 

where the right-hand side displays the successive contribu­
tions of the evolutions with no change of regime between to 
and t, with one change, two changes, etc. 

This is the equation written by van Kampen for the com­
posite stochastic processes. 10 In Appendix A, it is shown that 
the formal series that appears in Eq. (49) is indeed 
convergent. 

In most practical cases its sum is normalized (unless an 
infinite number of transitions can occur during a finite time 
interval) and then it yields the unique physically significa­
tive solution of the evolution equation. However, this solu­
tion, under the form (49), is oflittle practical use; for this 
reason we now turn to the solution of the evolution equation 
by Laplace transforms. 
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v. STUDY BY LAPLACE TRANSFORM 

A. General solution 

The Laplace transform of a matrix function f(x,t Ixo) 
will be denoted fcx,slxo), 

f(x,slxo) = L'" dt e - st f(x,t Ixo) . (50) 

We now explicitly restrict to time homogeneous processes, 
represented by their probability density matrix p(x,t Ixo,Q) 
==p(x,t Ixo)' Then the fundamental equation (23) for p 
yields 

p(x,slxo) = 6(x,slxo) + J dX 1 p(x,slx1)<J,(xl,slxo) , 

(51) 

or in condensed notations 

p=6+p<p, (52) 

where the product P<P implies the matricial product and the 
summation on the intermediate coordinate x I' 

By iteration it follows from (52) that 

p = 6ci + <p + <p<p + ... + <pn + ... ) , (53) 

where 1 = (lu
o

) and 

luo (xlxo) = Du"/>(X - x o) . 

The results of Sec. IV B show that the series (52) is 
convergent [or at least, the analogous series for PeA ,slxo), 
which is obtained by integrating (52) on the subset A of the x 
space]. 

If the matrix I-<p is invertible in the sense of the product 
used in (52), the solution of (52) may also be written 

p = 6(1 - <p)-I . (54) 

In general no condensed expression of (I - <p) - 1 is known, 
and the expansion (53) must be used. However, in the next 
subsection we consider a particular case where this expan­
sion may be avoided. 

B. System "without phase space" 

Vnder this name we consider systems the description of 
which includes no state x (or a single, definite x for each 
regime E). Then the product used in (52) is only a matricial 
product and the solution (54) may be easily studied. 

1. Solution 

We notice that the conservation relation (45), 

1 = (iE.,(t) + L (' dt / 'Puu<t /) 
E Jo 

implies 

6 =s-I(I - F(s») 

with 

FUo (s) = Duo L !PE'Eo (s) . 
E' 

(55) 

(56) 

Exceyt fo/ special values ofs, the matrices A(s) = 1 - <p(s) 
and I - F(s) can be inverted, so that the solution (54) is 
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pes) = 6(s)A(s) 

=s-I(i - F(s»)(i - ~(s») =s-IB- 1
• (57) 

It is clearfrom (55) and (56) that the vector 1 = (1,1, ... ,1) 
is a left eigenvector of B = ci - ~) ci - F) -I, with eigen­
value 1; thus the same property is true for B- 1

, and it results 
from (57) that 

IPEE
O 

(s) = S-I , 
E 

which implies that the conditional probabilities p (t) are EEo 
indeed normalized. 

2. Stationary probability 

The asymptotic value p( 00) of pet) when t -> 00 is ob­
tained by taking the limit of spes) when s->O: 

sPes) -> p( 00 ), and it is shown in Appendix B that 
s-o 

(58) 

where 

(59) 

is the mean waiting time in regime E, and q = (q E ) is the only 
right eigenvector of A (0) corresponding to the eigenvalue O. 

Thus the stationary probability PE (00 ) is independent 
of the initial regime, as it should be. 

3. Relaxation towards the stationary state 

If the required conditions are fulfilled 13 the conditional 
probability density pet) can be obtained from its Laplace 
transform pes) by using the Laplace inversion theorem, 14 

p(t) = limsp(s) + I res (estp(s») , 
s_O i Sj 

(60) 

where {sJ denotes the poles of estp(s), other than s = O. 
These poles are the zeros of det A(s) = det(I - 'P(s»), ex­
cept in exceptional cases, which will be discarded in this 
general discussion. 

It is shown in Appendix C that det A (s) has no zero for 
Res> O. Thus the poles of p (s) have negative real parts, and 
the corresponding time exponentials of p(t) - p( 00) are 
time decreasing, which shows that p (t) indeed tends 
top(oo). 

VI. CONCLUSION 

It has been seen that the present model of non-Marko­
vian processes leads to a rather simple formalism, which 
may be treated by generalized master equations, or by inte­
gral equations; in some cases it is possible to obtain the most 
important properties of the process analytically. 

Many points remain to be studied, such as the possible 
approximation schemes [the simplest one being implied by 
the iterative solution (49)] or, more fundamentally, the 
connection of the conditional probabilities used here with 
the theory of fluctuations in thermodynamic equilibrium. 
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We postpone such discussions to further papers. Applica­
tions of this formalism are given in other articles. 12 

APPENDIX A: CONVERGENCE OF THE FORMAL 
SOLUTION OF THE EVOLUTION EQUATION 

Using the notation of Sec. IV let us consider the formal 
solution (49) of the evolution equation (22), 

P = 0 + 0*«1» + 0*«1»*«1» + ... + 0*«I»*n + .... 
(AI) 

We shall see that this formal series is indeed convergent. 
As a matter of fact let us define the conditional probabil­

ity Pjj, 

po = 0, (A2) 
n 

p
jj
=0* I cjl*n. 

k~O 

(A3) 

Here P ;Eo (A,t Ixo,to) is the conditional probability of being 
in regime E and subset A of EE at time t after at most n 
transitions since time to' Clearly 

pn+ 1 = 0 + pjj*cjl = pii + 0*cjl*(n+ 1) (A4) 

and P:Eo (A,t Ixo,to) increases with n. 
On the other hand, 

P :E" (A,t Ixo,to) <P :£0 (E£,t Ixo,to) . 

But if 

(A5) 

then by (A4) and (A5), 

I P E:o+ 1 (Eot Ixo,to)«U + h«l»)(Eot Ixo,to) = I , 
E 

so that (A5) is satisfied for all n, since it is true for n = O. 
Thus P :E

o 
(A,t Ixo,to) converges to a limit as n -> 00, 

P :E
o 
(A,t Ixo,to) ->PEEo (A,t Ixo,to) <PEEo (EE,t Ixo,to) < 1 

(A6) 

and by (A4) the limit matrix P(A,t Ixo,to) satisfies the fun­
damental equation (44). 

However, it may happen that the limit 
~EPEEo (EE,t Ixo,to) is inferior to 1. But from definition (A6) 
it is the probability that a finite number of transitions occurs 
between t and t', including 0 transition; thus 1 
- ~ PEE" (Eot Ixo,to) is the probability of having an infinite 

number of transitions in this time interval: it may differ from 
o in some special cases which will be excluded from this 
study. 

In particular, if0
Eo 

(EEJ Ixo,to) is superior to some de­
creasing positive function of t, 1 - a (t), independent of the 
initial conditions, 

0 E,,(EEJlxo,to»1-a(t»0, (A7) 

then it is easily shown by recurrence that 

P:" (t Ixo,to) == I P:E.(EE,t Ixo,to) > 1 - (a(t)t+ I, 
E 

which implies 
(A8) 

P;o (t jx,to) -> 1 as n->oo. 
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Condition (A7) is satisfied if, for instance, the pausing 
times are exponential, 

e.-o (E.-o ,I Ixo,to) cc exp( - ,1,'-0 (xo) (t - to») 

with ,1,'-0 (xo) inferior to some constant A independent of Eo 

andxo· 
On the contrary (A7) is not true in the case of periodic 

changes of regime with a definite period 7 (which is consid­
ered lower) since e.-

o 
= 0 for t> 7. But in this case 

P:o (t Ixo,to), which is the probability of having at most n 
transitions during] to,t] , is obviously 1 for n > t /7, so that P, 
given by formula (A6), is again normalized. 

Finally, it should be observed that if (A6) is normalized 
it is the only acceptable solution of Eq. (22), since another 
acceptable solution should satisfy, for any subset A of 
E= IIEE ... 

Quo (A,t Ixo,to) >Duo e.-o (A,t Ixo,to) . 

In the same way 

Q = 8 + Q*«I»8 + 8*«1> = p 2 
, 

and by recurrence 

Q>pn, 

which implies 

Quo (A,! IXo,/o) >Puo (A,I IXo,/o) , (A9) 

Thus Q cannot be normalized to 1, unless the equality holds 
in (AW), so that it also holds in (A9) for any and any A. 

APPENDIX B: STATIONARY SOLUTION OF THE 
EVOLUTION EQUATION 

According to Sec. V B, the conditional probabilities 
P

Uo 
(I) in systems without phase space are determined by 

their Laplace transforms under matricial form 

pes) = 9(s)(i - <p(S»)-1 =s-IB-I(s), (BI) 

and the asymptotic value P( 00) ofP(t) is the limit of spes) 
whens ..... O. 

Although the matrix A(s) = i - <p(s) is singular for 
s = 0 since 

(B2) 

B- 1 (s) generally has a finite limit as s-+O. As a matter of 
fact, if AE'E (s) is the minor of the element A .. ,.- (s) = DE,.­
- q;.-,.- (s) of A(s), the determinant of A(s) is, for any E, 

det A(s) = -t (~A.-'"o (s) }4.-.-o (s) , (B3) 

whereas 

(B4) 

Generally AE.-
o 

(s) tends to a finite limit A.-.-o (0) when s ..... o. 
Furthermore, 

SOE"(S) = L AEEo (s) = st.-o + O(s) , (BS) 
.-
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where 

(B6) 

is the mean waiting time in regime Eo. Then it results from 
(BS) that ifs ..... O, 

A A _ I 
sPEEo (s) = SeE (s)A EEo (s) 

t A (0) 
E EoE = PEE (00) . 

~.-' tE,A'-oE' (0) 0 

(B7) 

Now for any Eo, 

LAEoE, (O)A.-oE , (0) = det A(O) = O. (B8) 
E, 

But the matrix <p(0) is a stochastic matrix: its elements are 
non-negative and by (B2) they add up to one in each col­
umn; thus by the theorem of Frobenius one is a simple eigen­
value of A (0), which corresponds to a unique right eigenvec­
tor q = (q.-o) with non-negative components which add up 
to 1: it is the stationary probability of a Markov chain on the 
regimes E, with transition probability from Eo to E given by 
q;EE

o 
(0) = f~ dt ({JEE

o 
(t). This Markov chain is constructed 

from the primitive process by deleting the influence of time. 
Thus (B8) shows that there exists constant ,1,'-0 such that 

A.-o'-' (0) = AEoq.-, 

and (B7) yields the stationary probability, 
-
I.-q .. 

PEEo ( 00 ) = ~ , 
E' tE' q.-, 

(B9) 

which is independent of the initial regime. 

APPENDIX C: ASYMPTOTIC BEHAVIOR OF SYSTEMS 
WITHOUT PHASE SPACE 

It is known 15 that if a functionJ(t) satisfies 

J(t) a:e-At(I + a(t») , 

where a (t) is bounded and tends to 0 as t ..... 00, then its La­
place transform/(s) admits a pole of first order for s = - A, 
and no other pole in the region ReS> - A. Thus the asymp­
totical behavior of the conditional probability P(t) is found 
by calculating the poles of pes), which are the zeros of de­
t A (s) (excepted in particular cases); but det A (s) has no 
zero for Res>O. As a matter of fact, 

det A(s) = det(i - ~(s») = IT (1 - Ai (s») , 

if {Ai (s)} is the spectrum of matrix c)(s). 
We may write 

max IAi (s) I <max L Iq;E'E (s) I 
J € E' 

~ roo - (Ret) 

<m~x "f.- Jo dt e ({JE'E (t) , 

and thus, if q;E (s) = ~E,q;E'E (s), 

max IAi (s) I <max cPE (Res) . 
i E 
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(i) When Res>O. tP£(Res) <tP£(O) = l:by (Cl) it is 
seen that det A(s) cannot vanish. 

(ii) When Res = 0 and s = iy#O. in (C2) the equality 
holds ifand only if the waiting time T£.£ ofa transition c-c' 
takes discrete values 7£,. + 2k1Tly. k = 0.1.2 ..... Then it 
may be shown that det A (iy) cannot vanish. unless the dif­
ferent regimes are initiated at discrete. periodic times. with 
period 21Tly. Such a special case. which should be treated as a 
discrete time process. is out of the scope of the present work. 

Proof of(ii); Let P£'£ be the probability that the first tran­
sition from c leads to c'. 

(C4) 

Thus 'P£'. (t)lpE'E is a probability density on positive times. 
and the complex number 

f" dte-iY''PE'E(t)/hE =ZE'E (C5) 

necessarily lies inside the complex circle Izi < 1. unless the 
probability density 'P.'. (t)lp.'E is concentrated on times for 
which e - iy' has the same value; this means that there exists a 
deterministic time 7£,. > 0 such that 

Prob(e - iyT", = e - iyr",) = 1 ; 

in this case the only possible values of TE'E are 

t;'E =7E'E +2k1Tly. k=0.I.2, .. , , 

As a result we may write 

ItP"'E(iy) I =PE'ElzE'EI';:;PE'E' 

max I I4>E'E (iy) I.;:; 1 , 
E E' 

(C6) 

the equality being possible only if IZE'E I = 1, which implies 
(C6) for at least one c. as shown previously. 

More precisely it is seen from (Cl) that det A(iy) van­
ishes only if 1 is an eigenvalue of tP (iy). which implies the 
existence of a left eigenvector u = {u

E
' } such that 

U. = I UE''PE'E ((y) , (C7) 
E' 

Let the maximum value of IU E I be realized for some regime 
co; then using definitions (C5) and (C7) for c = co. 

(C8) 

Now it should be noticed that, since Iz .... 
o 
1< 1. 

I (u E' luEo )ZE'Eo I.;:; 1 . 
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Thus the equality (C8) can hold only if 

(u ... lu Eo )ZE'Eo = 1 (C9) 

for every regime c' such that P E' Eo # 0, Equation (C9) implies 
lu.,fu.J = 1 and IZE'EJ = 1, which in turn implies condition 
(C6). and by (C5) 

(ClO) 

Defining 7 E up to an additive constant by 

(Cll) 

it results from (C9)-(Cll) that 

7E'E
o 

= 7E, - 7Eo + 2k1Tly , (C12) 

But (C8) may be used in the same way when Co is replaced by 
any regime c accessible from co( PEEo #0) since then IU E I 
= luE"'. In the simplest case PE'E #0 for any two regimes c 

and c'; as a consequence the waiting time T"'
E 

for a first 
transition c-c' can only take the values 

7., - 7E + 2k1Tly. k = 0,1,2, ... , 

which implies the assertions (ii). 
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